


ÅIn this work, we aim to render participating media in a manner that is robust 

to media properties and to lighting.  

ÅWe want to handle optically dense or rare media with high or low scattering 

albedo.  

ÅWe want to handle diffusive multiple scattering (as in subsurface scattering) 

or highly focused lighting (as in volumetric caustics). 

ÅThe algorithm weôve developed has all these features and it was actually 

used to render the image shown here. 
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ÅThe most robust existing approaches for volumetric light transport can be 

divided into two categories.  

ÅFirst, we have Monte Carlo path integration, such as bidirectional path 

tracing.  

ÅAnd second, we have techniques derived from photon density estimation, 

such as volumetric photon mapping, the beam radiance estimate or photon 

beams. 

ÅWhile each of these techniques is great in certain types of media, it may fail 

for other types. 

ÅWe address this problem in our work. 

 



ÅTo further motivate our work, letôs look at the volumetric light transport in 

the previously shown scene as rendered by some of the existing 

algorithms. 

ÅThis is bidirectional path tracing, and we can see that the image is pretty 

noisy even after an hour. 



ÅVolumetric photon mapping 



ÅBeam radiance estimate, much better but still not great. 



ÅPhoton beams. 



ÅAnd finally, our algorithm is able to produce a much cleaner image in the 

same amount of time. 



ÅTo achieve these results, we follow previous work that has shown that 

combining different estimators using Multiple Importance Sampling is an 

excellent way to achieve robustness. 

ÅNotably, the Vertex Connection and Merging and Unified Path Sampling 

frameworks have recently combined MC path integration with photon 

density estimation. 

ÅWe apply the idea of combining estimators to volumetric light transport. 

ÅWe call the resulting algorithm ñunified points, beams and pathsò to 

reflect the multitude of different estimators in the mixture. 
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ÅWe have addressed some interesting open questions related to combining 

estimators in volumetric light transport. 

 

ÅFirst, there are more estimators in volumes than on surfaces. 

ÅDo they have some complementary advantages to justify their 

combination? 

ÅTo answer this question, we derived their variance and found out that the 

variance behavior is indeed complementary, so the combination makes 

sense. 

ÅAnd as a bonus, weôve shown that there is a very tight connection between 

what we in graphics call the photon points and beams and the so-called 

collision and track-length estimators used in neutron transport. 

 

ÅThe second question is how exactly to combine the estimators. 

ÅTo do this, weôve developed a new generalization of Multiple Importance 

Sampling. 

 

ÅThird, we developed a practical combined rendering algorithm robust to 

different media properties. 

 



ÅBefore giving details on these points.... 



é let me briefly review the different volumetric photon density estimators. 
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ÅPhoton density estimation works in two passes.  

ÅIn the first pass, we trace paths from light sources and store a 

representation of equilibrium radiance. 

ÅIn media, we can represent the radiance either by particles or photon 

points, or by particle tracks, or photon beams. 

ÅIn the second pass, we query this representation to render an image. 

ÅHere, we can use a radiance estimate at a certain query point, or along an 

entire ray, or query beam. 

ÅThis gives us four basic types of estimators: Point-point, Beam-point, Point-

Beam, Beam-Beam. 
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ÅIn addition, the photon beams may either be limited to the actual trajectory 

of the path that generated them, which we call �³�V�K�R�U�W�´���E�H�D�P�V. 

ÅOr they may extend all the way to the next surface, which we call �³�O�R�Q�J�´��
beams. 

ÅThis difference has a significant impact on the estimator variance. 

 

ÅWe can apply the exact same thing also to the query beams, so we can 

have short and long query beams. 
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