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1. Introduction

1.1 What is haptics?

The word haptic originates from Greek \hapt-esthai" or \hapb" which means
\to feel" or \to touch". Haptic technology makes it possible to use he sense
of touch with computers. It is another modality of human-computeinteraction.
Haptic perception is usually divided into two subsystems: tactile (catneous) and
kinesthetic.

1.1.1 Tactile sensing

The sense of touch is generally understood as a skin receptor sge to stimuli
such as pressure, vibration or temperature. These receptorslf us with rec-
ognizing objects, especially when determining the surface textuoé an object,
also called haptic texture. Various mechanoreceptors (e.g. Meissrcorpuscle,
Pacinian corpuscle, Merkel disks, Ru ni endings) are sensitive toicrent fre-

guencies and detect diverse types of stimuli as shown in Figlrell.levires that
make use of cutaneous mechanoreceptors are called tactile orctoaevices.

heavy
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Henry Gray, Anatomy of the Human Body, 1918

Figure 1.1: Approximate frequencies of cutaneous mechanoreoep (on the left)
and kinesthetic sensors (on the right)

1.1.2 Kinesthetic sensing

To recognize the shape of an object we mainly use a part of the sdosensory
system called kinesthetic sense. Kinesthetic sense provides us viitftormation

about movement and position of our body parts in the environmentWe are able
to feel various forces in di erent directions using our muscles andipts and use
this information to determine the size, shape and other characistics of objects
we touch and the forces they exert. Control bandwidth of the kiesthetic system
is approximately 5 Hz and the sensing bandwidth is around 20 Hz [1Haptic

modality of human-computer interaction utilizes the sense of touchnd kines-
thetic sense to perceive virtual objects; it generally incorporagehands, upper
torso, head and other parts of the body.



1.2 Applications of computer haptics

There are many situations where we depend on haptic perception wveeyday life.
The role of computer haptics in virtual reality is to simulate these sitations or
even let us experience interaction impossible in the real world. Manyew areas
of haptic applications have emerged and become an intriguing resgatopic.

Medical simulations

Medical simulations create an opportunity for training surgical proedures. Virtu-
al tissue behavior is haptically rendered through a surgical instruemt connected
to a haptic device. Combination of stereoscopy and haptics provileealistic sen-
sation and helps students to improve their ne motor skills. Augmerdd reality

helps to enhance sensations of telemanipulation, for example usingual objects

or guiding cues|[2].

Virtual prototyping

Virtual prototyping aims to create virtual reality prototypes of complex systems
and objects that are costly or require excessive e ort to manipule. Typical
applications are new design evaluation, virtual assembly or physicatgonomics
tests. Highly realistic immersive applications such as Haptic CAVE (Hag Com-
puter Automated Virtual Environment [3]) combine human-scale hajics with
large projector screens, position tracking and 3D sound system.

Virtual hair modeling project

Virtual hair modeling (project Stubble) was a team software projg at Charles
University in Prague where | have implemented support of haptic intaction.
The application helps the user to model hair with hair guides in AutodésMaya
using a mouse or a haptic device (Figuie~1.2).

Figure 1.2: Virtual hair modeling in Autodesk Maya

Other applications of computer haptics include scienti ¢ visualizationphys-
ical rehabilitation, virtual clay modeling and 3D painting, veterinary training,



advanced ultrasound training, dental training systems, ight simiators, comput-
er games, user interface enhancement or telerebotics. More infation can be
found in [2].

1.3 Haptic devices

Haptic devices can be divided into two classes: impedance-type degicand
admittance-type devices. The purpose of ammpedancetype haptic device is
to generate force feedback of a given direction and magnitude in pesied
workspace and send the position information of a control part ohe appara-
tus to the computer. Admittance type haptic devices measure applied forces and
generate a position change of a control part of the apparatus haptic feedback.
This thesis will focus only on impedance type haptic devices. Varioukassi ca-
tions of haptic devices exist. More detailed classi cation and analysfsom the
engineering point of view can be found in[1].

1.3.1 Degrees of freedom

Haptic devices consist of several sensors and actuators. Thenfer of sensors is
usually the same as the number of actuators. However, for reasoof simplicity

lower cost, less actuators than sensors may be present. Dimensdd an orienta-

tion ability (or con guration space of the mechanical parts of a hatic device) is a

property of haptic devices known as the number of degrees ofddem. Typical 3-

DOF (three degrees of freedom) devices (e.g. Novint Falcon) hawvenovable grip

connected via three arms allowing translation of the grip within the wdspace

and providing force feedback. 6-DOF devices provide positionalnseng using a
pivoting stylus, force feedback and torque feedback in roll, pitchna yaw axes of
rotation. In this thesis, the focus will be on asymmetric 6/3-DOF deices (espe-
cially on a PHANToM Desktop device) that combine 6-DOF positional sesing

and 3-DOF force feedback, i.e. no torque feedback is present.

1.3.2 PHANToM Desktop

PHANToM Desktop (Figure [1.3) is a 6/3-DOF haptic device manufactted by
SensAble Technologies, Inc. Workspace of the device is 160 mm wigth20 mm

Figure 1.3: PHANToM Desktop 6/3-DOF haptic device



height x 120 mm depth. Positional sensing has resolution of more tha100 DPI
(0.023 mm) and the maximum force that the actuators can exert igpproximately
8 N. More detailed speci cation can be found in[4].

1.4 The goals of the thesis
The main goals of this thesis are:

present several methods of haptic rendering for 3-DOF and 6-BFhaptic
devices

propose a method of haptic rendering for 6/3-DOF haptic devicesigported
by a theoretical analysis possibly including pseudo-haptics

implement the proposed method with support for a PHANTOM Deskip
haptic device

prepare and perform a user study of the implemented algorithm arahalyze
its results



2. Haptic rendering

Haptic device sensors measure movement of mechanical parts arahsform it
to a signal which is transmitted to a computer. The computer receds the signal
and processes it using a driver of the device.

The driver layer converts the data from the sensor space to Cadian space
using a forward kinematic algorithm. The position of an end-e ectofstylus of the
device) is then sent to a haptic API. There are several types of pic APIs that
provide di erent level of abstraction, from a low-level approach p to high-level
interaction often including a scene graph [5].

Real environment Virtual environment

Force [N] Position [m]
@ Haptic device

<«—— Hapticrendering ———p @
Figure 2.1: Haptic rendering illustration

Torgue [Nm] Orientation Haptic tool

Virtual objects with speci ¢ haptic properties are added to the sene graph
together with a representation of the end-e ector called a haptitool. The haptic
tool interacts with virtual objects and interaction forces in Cartesian space are
computedand sent back to the driver.

The driver performs force mapping between the Cartesian spacedathe ac-
tuator space so the user nally feels the force feedback propmmal to the haptic
tool interaction. This process of generating forces from the hap tool inter-
action in a virtual environment is called haptic rendering Haptic rendering is
the integral component of haptic simulation which connects the réand virtual
environment as illustrated in Figure[Z11.

2.1 1-DOF haptic rendering and stability issues

A computer works as a discrete system, optical encoders oftesed as sensors
in haptic devices perform quantization of position information and ta virtual
environment is frequently simulated by a discrete time system of dgmic states.
All these discretization processes may induce stability problems whican not
appear in a continuous space. For example, when bolting two steetams, ap-
proximations of state variables may cause the entire assembly tanit sustained
or growing oscillations, as stated in Colgate et al.][6]. Colgate et al. alstress
that the human tactile sensory apparatus (shown in Figure—1.1) is eemely re-
ceptive to small amplitude mechanical vibrations in the 100 Hz - 1 kHzange
(while vision is not).

Another problem lies in the limited dynamic range of mechanical impedaas
(also called zZ-width) of the haptic device. The user should be able toave freely
without any resistance in one moment and then feel full resistange the next
moment. Such a criterion can not be met with current devices and ¢hproblem
of instability has to be resolved by de ning criterion for the system ch as a
passivity criterion.



2.1.1 Passivity

One way to ensure stability of the system is to use a passivity desigriterion.
Energy of the passive systemmust be greater than or equal to negation of the
initial energy during time t, i.e. it does not exceed negative initial energy:
YA t Z t
E= P(t)dt = F(t)v(t)dt Ei(0) (2.2)
0 0
for power P, force F, velocity v and initial energyE; in time O with the
convention that energy absorption (e.g. resistance) is de ned g®sitive energy.
For zero initial energyE;(0) = 0 the equation can be simpli ed to:
Z t
F(tv(t)dt O (2.2)
0
There are many ways how to ensure passivity in a haptic system by amanical
methods, electrical methods, psychophysical methods or camitmethods [7].

Virtual coupling

Virtual coupling is one of such control methods. It connects thentual haptic tool
and the haptic device by an ideal spring de ned by Hooke's law, and athper
(Figure [2.2). The method is analyzed for a 1-DOF modell[8]: a virtual all
that generates resisting force proportional to penetration déip of the haptic
tool. Colgate et al. proposed virtual coupling as an approach to grantee
passivity of a sampled-data system by limiting maximum impedance. Intleer
words, the problem of mechanical stability is decoupled from the psige virtual
environment [9].
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Figure 2.2: Virtual coupling spring-damper illustration

Results of the analysis showed that virtual stiness K has to be inveely
proportional to the sampling period T of a simulation:

iBj b
’ JT (2.3)

b > % +jBj ) K<?2
where B is a virtual damping coe cient and b is inherent mechanical daping
of a haptic device.

A common standard is to run haptic simulation at a frequency 01000 Hz to
achieve stable and realistic force feedback of a sti virtual enviranent. Compar-
ing this to a frequency of real-time rendering in computer graphic29 - 60 FPS)
makes the haptic rendering a great challenge because all compugas have to
be done in 1 ms.



2.2 3-DOF haptic rendering

In 3-DOF haptic rendering, a haptic tool that interacts with virtual environment
is represented as a point or a sphere. The tool can interact with oplex 3D
scenes usually represented by polygonal models or voxel modelbe Dutput of
the rendering is a force vector with a given magnitude and direction.

2.2.1 Direct rendering of vector elds

The virtual wall mentioned in the previous section was in fact a type foone-
dimensional vector eld. A vector eld method speci es a repulsivedrce vector
for every point in a scene. The force eld vector is directed at theearest resting
position of the haptic tool. If the haptic tool is outside the objectthe resulting

force is zero, otherwise the force vector has a magnitude proponal to the pen-

etration distance and regulates the sti ness of an ideal spring athed between
the resting point and the haptic tool as shown in Figuré 2/3. The foecvector
which is precomputed or determined analytically is themlirectly renderedto the

haptic device.

Figure 2.3: Vector force eld illustration

This technique, however, has many drawbacks which make it useldes at
least plausible simulations. As this method does not save a history dfet haptic
tool movement, discrete-time position update may result in unnotex penetration
through an object in one haptic loop step as shown in Figuie 2.4 on theft.
Another pop-through problem may come up when penetration is todeep and
the desired nearest resting point is on the other side of the objeas shown in
Figure[2.4 on the right.

time n+1

time n ) )
@ resting point

timem .

Figure 2.4: Pop-through problems



2.2.2 God-object method

To solve pop-through problems mentioned in direct rendering of viec elds the
God-object method was proposed |10]. The god-object repnetsea virtual point
(a proxy point) in the scene that is not able to penetrate into rigid bdies and
thus behaves correctly. Zilles et al. use the terraptic interface point (HIP) to
describe the position of the haptic device end-e ector so that it isot confused
with the god-object.

Position of the god-object is updated in every haptic loop step. Whemoving
in free space, the position of the god-object is the same as the iios of the HIP.
If the HIP penetrates into an object, the movement of the godigect towards
the HIP is constrained by the surface of this object and the resutig force is
calculated by simulating an ideal mass-less spring (shown in Figurel2.5)

2 timen

H God-object God-object

‘ time n+1

Haptic interface point

Figure 2.5: God-object method illustration

Geometric de nition of proxy-based haptic rendering

The concept of the god-object can be also described as a geomeiroblem [11]:

a(k) = G(K; p(k);a(k 1))
f(k) = K(a(k) p(k))

wherek is a discrete-time index,p 2 R" is the position of the haptic tool,
g 2 R" is the position of the god-object andK is the stiness of the virtual
coupling. The functionG: R R" R"! R" is a geometric algorithm that
accepts the current tool positionp(k) and the god-object positionq(k 1). The
force functionf(k) 2 R" is determined by the position relation between the haptic
tool and the god-object.

This geometric formulation may help programmers to understand ardevelop
haptic rendering algorithms without notion of physical forces as ated in [11].

(2.4)

Constraint planes

One of the advantages of the God-object method is that the metll works with
triangular meshes used in graphic rendering. When the HIP moves,liae is
traced from the position of the god-object to the HIP. Well knownmethods of
ray tracing collision detection are used to determine if the line passa®ugh a
triangular facet. Such a facet is called active when the HIP resides annegative
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distance and the god-object in a positive distance in the direction die facet
surface normal. New position of the god-object is constrained by uo three
active facets described as constraint planes:

Pn(X;y;2): Anx+ B,x+ Chz D,=0 (2.5)

Virtual spring as an energy function

Zilles et al. used an energy function minimization process to nd the lsélocation
for the new position of the god-object. The energy function is dasbed as
potential energy of an ideal mass-less spring (Hooke's law:xffE  kx) between
the HIP and the god-object:

Z Z

Q= F(x)dx = kx dx = %kx2 (2.6)

Applying the HIP position (Xp;Yp; Zp) and the god-boject position &;y; z)
with spring sti ness k = 1 to equation 2.8 gives:

Q=50 X+ 5y Y+ oz 7 @7)

Minimizing energy function using Lagrange multipliers

The task of nding the new god-object position given the HIP can bérmulated
as: minimize Q with subject toP, (eq.[2.5,[2.¥) which is a typical optimization
problem that can be solved with Lagrange multipliers_[12] using the foliang
equation:

X
rL=r(Q+ iPi)(%) =0 (2.8)
i=1
where ; is a Lagrange multiplier. SubstitutingQ and P; gives:

1 2, 1 2, 1 s
L= E(X Xp)© + E(y Yp)© + E(Z Z,)" + i(Aix+ Bix+ Ciz D) (2.9)

i=1

which in the case of a 3-DOF problem and 3 constraint planes gives Giadbles
(x;y;2; 1; 2, 3). Partial derivatives can be easily derived to give a set of equa-
tions and the task of nding the new god-object position is simplied 6 nding
a solution to these equations. Concave surface intersectionsuiegq to iterate the
whole process by using the new god-object position as the HIP pawmit to nd
other possible surface constraints.

2.2.3 Virtual proxy method

Polygonal meshes often contain small surface gaps because ofdoality digiti-

zation or non-precise modeling. When the god-object enters a rhabrough a
small gap, the user gets stuck inside the mesh until they nd the gaagain. To
resolve the problem we either Il in small gaps in the process of loadirige mesh

11



or we set a radius of the god-object in collision detection with constint planes.
The Virtual proxy method [13] proposes to treat the represeation of the haptic
tool in the virtual environment as a sphere (as shown in Figuie2.6).

The Virtual proxy method extends the God-object method also inandering of
surface properties like static and viscous dynamic friction, haptiektures adopt-
ing an idea of bump mapping in computer graphics and force shadingpailygonal
surfaces using interpolation of surface normals similar to Phong shag.

Virtual proxy

haptic interface point

Figure 2.6: Virtual Proxy method illustration

2.3 6-DOF haptic rendering

Single-point interaction in the virtual environment may be su cient for some
tasks. However, there are a lot of virtual scenarios which requinateraction and
maneuvering with more a complex object. Imagine a virtual assembtgask to
test whether a component can be installed on a particular place whgushing
it around di erent obstacles. The component may be long, thin, corex or non-
convex and generate various types of haptic interaction resp@sicluding force
feedback and also torque feedback (a rotational force shown iig&re [2.7).

-

torque

Figure 2.7: Torque illustration for a 6-DOF haptic tool

2.3.1 Direct rendering

Direct rendering methods do not simulate a proxy tool that is considined by
object boundaries as in the God-object method. Instead, the ptc tool position
is equal to the position of the haptic device end-e ector. Reactioto a collision
response may not be su cient and the tool may penetrate into anlgect which is

12



visually distracting as illustrated in Figure[2.8. The collision response issually
proportional to the depth of the penetration as in 3-DOF direct hatic rendering
of vector elds. Same problems as in 3-DOF methods may occur in 6B
rendering, e.g., a pop-through e ect with thin objects.

Figure 2.8: Haptic tool penetration in 6-DOF direct rendering

6-DOF direct haptic rendering pipeline

A typical direct haptic rendering algorithm pipeline consists of the fidowing
stages (as illustrated in Figuré_Z]9):

1. Retrieve information about positionp and orientation g of the haptic device
end-e ector

2. Apply workspace transformations and set new position and orieion of
the haptic tool

3. Perform collision detection between the tool and virtual environment

4. Generate an appropriatecollision response including force F and torque
feedback

5. Stabilize the force feedback and torque feedback (optional) dasend it to
the haptic device

Haptic thread ~ 1000 Hz

Haptic device pP.q Collision Collision

| i detection Y response
T &) | | =)

A |F, t

Figure 2.9: 6-DOF direct haptic rendering pipeline illustraton
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Performance issues

The rst performance problem arises at the 3rd stage: collision dettion. De-
tecting collisions for a point is far less computationally intensive thanetecting
collisions for a complex object. The collision detection itself may takeare than
1 ms to compute. Various hierarchical data structures optimizedf sequential
and coherent queries have been researched and implemented [14].

Collision response is also a very di cult task involving generation of fae
and torque feedback for multiple contacts. Discrete-time solverdten generate
unrealistic feedback with discontinuities and di erent methods of fice smoothing
have to be applied.

Haptic rendering of polygonal models

Gregory et al. [15] proposed a method for 6-DOF haptic renderindg polygonal
models using a virtual proxy. A similar approach of constraining thernpxy as in
the god-object method is used.

Figure 2.10: 6-DOF Virtual Proxy

However, the algorithm of nding the best proxy location can not besimply
adopted. The location of the proxy is constrained by the surfacedation so that
the actual position of an end-e ector locally minimizes the penetran depth
(Figure [Z210). This is done by predicting the location of collision occuence
using interpolation of the current and previous states of the prgxand end-
e ector. Polygonal models are decomposed into convex pieces Wdrich pairs of
closest features are tracked to estimate the penetration depth

The method works well (i.e. maintains frequency of 1000 Hz) for tef convex
pieces which might be insu cient for some applications. Another prolem arose
for collision response which is computed using the penalty method witbrce pro-
portional to the magnitude of the estimated penetration depth wich may vary,
thus generating distractive forces. Gregory et al. adopted therce shading tech-
nigue from [13] by interpolating force normals; forces are also sntioed between
successive frames.

2.3.2 Simulation-based haptic rendering

The previous algorithm did not apply any control method to stabilize he force
and torque feedback. Direct rendering of force and torque coned using penal-
ty methods often causes mechanical instability, e.g. magnitude ohd force is
greater than the maximum force exertable by the haptic device. ker collision

14



response stiness is set to maintain stability at the expense of a lessalistic
haptic feedback. Moreover, deeper penetration of the tool maven cause an
undesirable pop-through e ect.

Virtual coupling presented in sectiom 2J1 solves stability issues by Itang arti-
cial energy which is characterized by high frequency changes inrée@ magnitude
and direction. The ltering, though, may be visually apparent and digracting.
Virtual coupling may also introduce an apparent damping force in feespace as
a result of unbalanced dynamic simulation. Simulating dynamics of theiral
coupling also involves application of numerical methods that increasemputa-
tional load. On the other hand, the bene t of virtual coupling is in emancement
of the penalty-based force feedback by setting a high sti ness afcontact force
eld which minimizes penetration of the haptic tool.

Multi-rate methods

Otaduy et al. [16] presented a method capable of stable and respiwe 6-DOF
haptic rendering of complex (tens of thousands of triangles) polggal models
using virtual coupling. A dynamic proxy is simulated using rigid-body dgamics
based on an implicit integration of Newton-Euler equations where theest of
the environment is considered to be static. The implicit integration esures the
stability of penalty-based force feedback.

Collision detection is performed using \sensation preserving simpli tan al-
gorithm" that uses static LOD (level of detail) technique for collisionqueries be-
tween two polyhedral objects. A multiresolution hierarchy whereree nodes may
be used as approximate bounding volumes is generated to get fagtecessing of
collision detection. The query may return multiple collision contacts s&-means
clustering is applied to mitigate discontinuities. Nevertheless, analgsshowed
that performance of the algorithm is still insu cient for stable haptic rendering
which lead to decoupling of the collision detection from the haptic thesl.

Figure 2.11: Haptic rendering pipeline of |16] illustration

Otaduy et al. decided to linearize contact forces that are compuden a spe-

15



cial contact threadas shown in Figure 2.11. Algorithms that involve decoupling of
haptic rendering pipeline parts into separate threads that run aticerent frequen-
cies are called multi-rate algorithms. For the referred algorithm and complex
testing scenario the contact thread frequency varied from 100zHo 700 Hz.

Collision response is computed using viscoelastic penalty-based ¢oand
torque feedback. Stability of the response is very well managed iogplicit inte-
gration and contact clustering. Nevertheless, discontinuities in tque can arise,
for example, when large at parallel surfaces are in contact as $&al in [16].

Constraint-based algorithms: 6-DOF God-object

Penalty methods can not guarantee that the haptic tool does ngienetrate into
an object. Local force models also do not generate exact realistarce and
torque feedback. Ortega et al. [17] extended the 3-DOF God{ebt method to
6-DOF using a constraint-based quasi-static approach. The metth completely
prevents interpenetrations and generates realistic and stablerée feedback with
the correct direction. However, active constraints can be potgeally updated at
low frequencies which might lead to Itering of high-frequency details

Voxel sampling methods

All the algorithms presented above struggle with computational lah of exact
contact determination and collision response of polygonal models.n®©way to
cope with this problem is to use di erent representation of virtual bjects in the
scene.

McNeely et al. [18] proposed a scalable method that could achieve ateely
stable 6-DOF haptic rendering on a 350 MHz processor. It was onktbe rst
6-DOF haptic rendering algorithms applicable to real commercial usdhe main
idea of the method is to voxelize the static virtual environment andapresent the
haptic tool by a set of surface points. When a point crosses an ebjf surface voxel
boundary, a repulsive force is exerted and the collision responseamputed. The
thesis will follow with a detailed explanation of this method in the next chapter.

16



3. 6/3-DOF Haptic rendering

The previous chapter described selected haptic rendering algonthk for symmet-
ric devices, i.e. devices with an equal number of sensors and actwat The
complexity of 6-DOF haptic devices with support of force and torgel feedback
makes such devices costly and a wide variety of under-actuatedvibes exist due
to the low cost of integrating additional sensors.

Barbagli et al. [19] formally de ned the problem of sensor/actuatoasymme-
try and provided a framework for under-actuated device analysisTwo 2-DOF
examples showed that it is possible to correctly perceive missing a degof free-
dom to some extent which users marked with a level of realism rangirigpm
almost perfect to completely unrealistic. Despite concluding that ggnmetric de-
vices have limited usability for certain situations demanding a hight rdistic force
feedback, a proposition of future work in haptic rendering that wald alleviate
limitations of asymmetric devices was mentioned mainly due to broad @ei®f such
devices.

Verner et al. [20] examined 3-DOF force only feedback in a 6-DOF mpn
ulation experiment consisting of simple drawing and tracing tasks. eriment
results showed thatforce and torque can be well approximated by force only feed-
back in simple tasks. A torque only feedback also did not completely fail in
experiment evaluation, but the overall impression was negative. Neer et al.
also pointed out that asymmetric haptic devices are not passiwehich makes it
even harder to achieve stability of the system that relies on the psisity criterion.

A lot of work has been done in investigating asymmetries in telemanipula
tion. This thesis, however, focuses on developing a moderately tdtahaptic
rendering algorithm for non-trivial polygonal models inte racting with
a 6-DOF haptic tool and providing 3-DOF force only feedback . The
key concept is to extend existing 6-DOF haptic rendering algorithmisy applying
methods that restrain instability and provide other means of torga simulation.
These may include several types of additional visual information, apping from
the torque space to the force space and other methods of haptlasion or cog-
nitive interpretation of a visuo-haptic simulation both representinga concept of
pseudo-hapticq21].

This chapter will describe the main components of our 6/3-DOF hajt ren-
dering algorithm and decisions made during the analysis and developthe

3.1 Trivial implementations

Choosing an appropriate haptic rendering algorithm without any pngous expe-
rience of implementing 6-DOF haptic rendering was not an easy tasko the best
of my knowledge there is also no freely available open source implenagion of a
6-DOF haptic rendering algorithm. Some authors publish haptic rereting demo
executables to make it possible to compare algorithms. Unforturely, demos are
available only for speci c platforms and device families which make thempar-
ison actually impossible. Because of this, it was desirable to implementravial
prototype that would provide necessary information and a testingnvironment
for missing torque feedback.
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3.1.1 Mesh-mesh collision

The rst intuitive approach was to detect collisions of two meshes presented by
a set of triangles. The simplest brute force collision detection algdritn iterates
through all triangles of the tool mesh and performs triangle vs. i@ngle collision
tests with all triangles of other meshes in the scene. The algorithreturns a set
of colliding triangles between two meshes.

This information is not su cient for an explicit computation of collision re-
sponse. A new problem is to nd exact contact points and a forcesponse vector.
The trivial implementation did not save a position history of the tool nesh, nor
velocity or any other kinematic quantity for simplicity reasons. A di erent way
of determining contact points and force response directions andagnitudes had
to be employed.

Haptic tool

Figure 3.1: Mesh-Mesh collision response approximations

An assumption that a colliding triangle is moderately compact allowed tase
an approximate position of a contact point computed as the centef the collid-
ing triangle. Force direction is also approximated using a local forceadel that
computes the force response direction of every colliding triangle asector from
the approximated contact point to the center of mass of the hapt tool mesh.
The resulting direction is the sum of all force direction vectors fromall colliding
triangles (as shown in Figure 3.1). Magnitude of the force is set caast which
eliminates expensive computation of penetration depth but introdtes disconti-
nuities so the resulting force needed to be arti cially smoothed.

There are many situations where these approximations generatearaalistic
force feedback. The local force model also assumes that the ti@pool mesh is
convex. However, this trivial prototype revealed that a lot of roational move-
ments that should normally cause both the force and torque feeatk can be, to
some extent, well approximated just with the force feedback.

3.1.2 Proxy point set collision

Another prototype approach was inspired by the God-object mbbd described
in section 2.2 but in a rather simpler way than the 6-DOF God-object ethod
(mentioned on page 16). One of the main advantages of developinr@®®F hap-
tic rendering over 6-DOF haptic rendering is the fact that computig a point
interaction is much simpler. It is, therefore, of no surprise that ntay reasearch-
es have chosen to trade accuracy for simplicity and increased perfiance by
approximating the surface of the haptic tool by a point set.
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Figure 3.2: Point set collision

There are many ways how to perform point sampling of the mesh antiédse
will not be discussed here. One particular method using space subision will
be described later in this chapter.

The prototype algorithm has two initialization stages. The rst stepis to
generate a surface point set of the haptic tool mesh stored in rhel®cal coor-
dinates. The second step is to initialize a proxy point set correspoing to the
surface point set stored in global coordinates. The haptic rendeg loop has the
following stages:

1. For each point in the surface point set: determine the currentgpal position
of the surface point using a rotation matrix and position vector ol#ined
from the haptic device

2. For each proxy point: trace a line from the i-th proxy point to thecurrent
global position of the i-th surface point

3. Detect line-mesh collisions (i.e. collisions of proxy points with the vinal
environment) and store a collision point and collided polygon normal geor
for each collision

4. If no collision occured, set all proxy points' positions to currenglobal
positions of surface points and jump to the start of the loop

5. If a collision occured, set the proxy point position to the collision puot
(acutally a little above the collision point in the direction of the normal
vector to prevent pop-through of the proxy due to rounding eors) and
calculate a force contribution proportional to the penetration deth of the
current global position of the surface point as shown in Figure 3.2

6. The resulting force is the sum of all force contributions

Although rendering stability was much improved compared to the appxi-
mate local forcel model of the previous prototype, the resultingehaviour felt as
if the haptic tool surface was sticky. The reason for this is that t proxy point
remains at the colliding point unless the user moves the haptic tool aw from
the object, which makes it impossible to slide the haptic tool along thsurface
of the virtual object.
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3.1.3 Rendering of surface properties

A straightforward solution to the sticking problem is to move the pray point

along the surface in a direction obtained by projecting the penetiian vector on
the colliding polygon plane. Various surface properties can be simuwgdt now as
shown in Figure 3.3. A slippery surface e ect would move the proxy j to the

endpoint of the penetration vector projection. A friction e ect would move the
proxy point partially along the projected vector (e.g. to the midpoit).

time n
time n+1 . .
time n time n
time n+1 _
time n+1
[ )

sticking force friction force slippery surface
Figure 3.3: Surface

However, the slipping e ect has one major drawback. When proxygints have
the ability to slide along the surface, compactness of the haptic tb@presentation
is lost. This means that for a speci c case, the repulsive force is égaovercome
and proxy points tend to surround the colliding object (as shown in igure 3.4).

Y

proxy points slippering
Figure 3.4: Surface drawback

This problem just emphasizes the complexity of 6-DOF haptic rendeg. A
con guration solver for each proxy point with compactness consdints would have
to be applied to solve the problem. On the other hand, this prototyp provided
a lot of valuable information about user behaviour when interacting ith force
only feedback.

3.2 Philosophy of the nal approach

The previous chapter gave an overview of selected haptic renderialgorithms
mainly for interaction with polygonal models. The God-object methd for the
3-DOF case is considered to be one of the best methods that is sieat for a
wide variety of haptic applications. Unfortunately, this can not be aid about a
6-DOF case which is still too computationally demanding and no 6-DOFaptic
rendering algorithm is considered to be widely usable. All of the algonins
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mentioned employ some kind of approximation or linearization which makthem
unusable for certain applications.

The algorithm for 6/3-DOF haptic rendering used in this thesis is baskeon
the voxel samplingmethod proposed by McNeely et al. [18] for 6-DOF rendering.
The method is not perfectly accurate in a geometrical way and it mayccasionally
su er from pop-through e ects because of the penalty based liigion response
but the implementation is not excessively complex and the algorithm naachieve
su cient haptic thread frequency.

Figure 3.5: Haptic rendering pipeline of thevoxel samplingmethod proposed by
McNeely et al. [18]

The voxel sampling method is composed of the following parts used ihet
haptic rendering pipeline as illustrated in Figure 3.5. All parts will be disgssed
in detail in later sections:

1. Collision detection
2. Collision response
3. Rigid body dynamics
4. Virtual coupling

The chapter will then continue with a description of pseudo-hapticand tech-
niques used to preserve stability for a non-passive 6/3-DOF haptabevice and
methods to improve arti cal torque sensation using multimodal infamation.

At the end of this chapter, a tool simulating the behavior of a haptidevice
will be introduced. This tool is called Virtual Phantom and it eases th@rocess
of debugging haptic rendering.

Implementation details are described in Appendix A.

3.3 Collision detection

As mentioned before, this method represents the haptic tool anithe virtual
environment in non-polygonal structures. Data preprocessing therefore the
rst step in the initialization process.

The virtual environment, which is considered to be static, is represted by
voxels i.e. a regular 3D grid of values. Voxel size determines accuracy bkt
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representation. The accuracy rises with a smaller value of the vdxsize (as
shown in Figure 3.6) but the performance of the algorithm decreaseapidly. It

should also be noted that haptic devices have limited sensing resolutiavhich
inherently introduces a minimum limit on the voxel size. For example, Rimtom
Desktop used during the creation of this thesis has sensing resauat of about
0.023 mm. However, current voxel sampling algorithms can not actiesu cient

haptic thread frequency for such accuracy in non trivial scenes.

Figure 3.6: Voxel representation of a polygonal model with di erd@rnvoxel sizes

Another factor is the quality of the polygonal model. It can be easilpb-
served that the polygonal model used for generating the voxedpresentation in
Figure 3.6 is alow poly model (i.e. has a small number of polygons). A small-
er voxel size representation (i.e. rabbit on the right) reveals visibleoundaries
between adjacent polygons which can not be observed on the ledbbit.

The haptic tool is represented by a point set (illustrated in Figure 3)7in
the same way as described in the previous section about trivial implemtations.
Properties similar to the voxel representation apply to the point ¢e Higher
density of the point set makes the haptic tool interaction more réigtic but com-
putationally intensive.

Figure 3.7: Point set representation of a polygonal model
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3.3.1 Voxel tree

Storing the voxel representation in a 3D array would be ine cient in erms of
memory usage. Let's assume that we want to represent objectsarworkspace of
1 cubic meter with an accuracy of 1 millimeter and that a voxel value ig@ed in
1 byte. The 3D array would consume approximately 1 gigabyte. Stog a 4-byte
oat value in a voxel would consume almost 4 gigabytes.

Considering that a typical mesh representation stored in the 3D &y is sparse,
it is convenient to create a hieararchical data structure that stes voxels in a more
e cient way. McNeely et al. proposed an octree-like subdivision of gge and
pointed out that tree depth has to be limited in order to keep the frguency of
haptic thread as stable as possible (i.e. invariant to position and origtion of
the haptic tool). A subdivision of a cubical volume node into 8 x 8 x 8 sulndes
was empirically determined to be the most memory e cient for this pupose.

The term VoxMap is used by McNeely et al. for merged voxel trees of all
objects in the scene. The VoxMap approach makes it impossible to drentiate
between objects. This, however, is not a signi cant problem sincéé algorithm
does not utilize object-speci ¢ information anyway.

Generating a VoxMap

The voxel tree is composed of axis-aligned cubical volumes. A mespresenting
an object in the virtual environemnt is assumed to be a triangle mesiThe rst
step is to create a voxel representation of the mesh surface.

The algorithm traverses the voxel tree and performs intersectidests between
cubical volumes and triangles of the mesh until it reaches a leaf nodgresented
by a voxel. A method of nding a separating axis[22] (from Hyperplane separa-
tion theorem) between AABB (axis-aligned bounding box) and trianig is used.
The triangle and the box is projected onto a potential separatingxés and tested
for overlap as illustrated in Figure 3.8. The algorithm ends when a rstepa-
rating axis is found (i.e. triangle and the box do not overlap) or all 13xes (3
AABB face normals, 1 triangle face normal, 9 edge cross productgve overlaps,
which means that the objects are intersecting.

separating axis
Figure 3.8: Separating axis illustration

The voxel tree is asparse voxel representationf the polygonal mesh. A tree
node points deeper only at those child nodes that contain data at ¢hleaf level.
The voxel tree structure for the rabbit polygonal mesh and a sdtal slice of the
tree middle level is shown in Figure 3.9 and 3.10.
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Figure 3.9: Voxel tree structure (left) and a sagittal slice of theree level (right)

Voxel data types

The interface of the tree is completely transparent and providest and set meth-
ods as if the structure was a 3D array. A bit array storage would beompletely
su cient to determine the free space and interior of the scene. hwever, for the
purpose of haptic rendering and especially for the collision respomesat described
in the next section, there are more auxiliary voxel types:

1. Unde ned - set in the process of Voxel tree initialization
2. Free space - an empty voxel, i.e. does not correspond to any axj

3. Surface - the surface of the mesh, generated by separating®interpene-
tration test

4. Interior - interior of the object

5. Proximity - an object proximity layer surrounding the surface

When a tree node contains all children of the same voxel data typaggrega-
tion of the voxel data can be applied. An aggregate node behavestive same

way as a normal node but it does not point to children. Instead, it stres the
voxel data type only once.

Figure 3.10: A rendered polygonal mesh with a Voxel tree visualizatio
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Interior voxelization

The voxel tree still contains only mesh surface voxels. The nexiegt is to voxelize
the interior of the mesh and set other voxels that our outside the mesh to the
free spacetype. A common approach is to use a ood Il algorithm. The rst
problem may be determining a starting point of the ood Il. For examge, there
is absolutely no guarantee that a voxel at the center of mass is inghnterior
of the object. The second problem might be that if a mesh was not veatight
because of low-quality digitization, the process would fail.

A simple approach that works very well for convex objects ibounding box
wall propagation Six bounding walls propagate free space one by one towards the
center until a surface voxel is reached. Problem arises for nomeex objects with
\bays". A bay is a spot missed by all propagating bounding walls. Itetive wall
propagation solves the problem. The number of iterations dependa complexity
of the mesh which can sometimes be unbearable (e.g. for a hole in tihgeot of
a spiral tube shape). However, accuracy of voxelization for suehapes is not
essential for the purpose of this thesis and the number of iteratis is therefore
limited. An illustration of interior voxelization is shown in Figure 3.11.

Figure 3.11: Voxelization by iterative wall propagation

Haptic tool vs VoxMap

Collision detection between the haptic tool and the virtual environrant is done
by checking collisions for every point of the point set representingpé haptic tool
against the VoxMap. This involves a simple collision test between a boxitiv
center c and extent e vs. point p. Point p is translated by c¢ and tested against
an interval ( e;+e€) in each dimension as illustrated in Figure 3.12.

P

Figure 3.12: A simple Point vs. Box collision detection
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3.4 Collision response

The goal of the collision response is tgenerate a force F and torque  using
the output of collision detection which is a list off colliding point, colliding voxelg
pairs. The haptic rendering algorithm uses a partially extended loc&brce model
called tangent-plane force modepresented by McNeely et al. The force model
does not compute an exact contact normal. Instead, it uses poeoputed vectors
stored in aPointShell representation.

3.4.1 PointShell representation

Firstly, generating a point set representing the haptic tool is not drivial task.
Places with higher curvature should ideally be covered with more posito pre-
serve details of the haptic tool mesh where necessary. Also, theshouldn't be
holes in the representation as this could cause partial interpenation of polygon
meshes still used for visual rendering. The easiest approach is ®eua regular
grid point sampling of the surface which is in fact the surface voxelizan where
all generated voxel centers de ne the surface point set.

The point set representation is extended into &ointShell representation by
adding inward-directed vectors at positions of points from the poinset. The
PointShell is therefore composed of surface points and corresgimg surface nor-
mals of the mesh representing the haptic tool. Unfortunately, uga of surface
normals from the mesh representation does not create a good R8imell as shown
in Figure 3.13 on the left (surface normals are directed outwardsrfthe sake of
visualization). It can be observed that normals at the tip of the rabit's ears,
especially on the top edge, are not directed inwards, which causestgems for
the tangent-plane force model.

A simple, yet e ective way to generate normals that are directed inards
even on edges is to use the voxel representation itself and conguabrmals from
neighboring voxel occupancy. The result can be seen in Figure 3.18tbe right.
The method can easily be enhanced by extending the neighborhoadnfi which
the normal vector is computed.

Figure 3.13: PointShell normals generated from polygon normals ¢ednd from
voxel representation (right)
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3.4.2 Tangent-plane force model

A voxel tangent planeT is a plane de ned by avoxel centerc and an inward-
directed surface normal vectorn that is associated with apoint p from the
PointShell representation:

TX): n (x ©=0 (3.1)

Penetration depthd is computed as the distance between the tangent plane
and the point p from the PointShell. A force contribution F, is an ideal spring
force de ned as:

Fp= kdd= ks(n (p 0©) (3.2)

where is the dot product operator andks is force eld sti ness. An illustra-
tion of the tangent-plane force model is shown in Figure 3.14.

PointShell
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Figure 3.14: Tangent-plane force model

Computing force contributions in surface type voxels may cause ttacting
interpenetrations of the haptic tool mesh with the virtual enviroment. The
proximity voxel layer mentioned in the previous section is thereforased in the
force model. If a point from the PointShell crosses the proximity wel boundary
deeper to a surface voxel layer, the force contribution is compmad as:

Fp = ks% (3.3)

wheres, is a voxel size. Also the maximal penetration deptld in the proximity
layer is clamped to an intervalf0; i to eliminate discontinuities. If the user
overcomes the force reaction and the poinp penetrates into the interior, the
force contribution F, is zero.

The total force F generated from the PointShell penetration is the sum of all
force contributionsF, and the total torque is the sum of all torque contributions

p-

X
F = Fo
g X (3.4)
= p= (P Peom) Fp
p2P p2P



where P is the set of points of the PointShell p.om is the center of mass of
the haptic tool and is the cross product operator.

3.4.3 Force ltering

A great advantage of the tangent-plane force model is its commitonal simplicity
and e ciency. However, the approximation of the contact normalvector by the
PointShell surface normain may cause force response discontinuities, e.g. when
sliding along the surface and crossing voxel boundaries with the gant plane
tilted as illustrated in Figure 3.15. This problem is mitigated by the virtud
coupling which Iters high frequency changes in force magnitudes.

Figure 3.15: Voxel boundary crossing force discontinuity

Clustering and averaging force contributors

When too many PointShell points penetrate into proximity voxels, tle total force
F might exceed the maximum force that can be exerted by the hapticedlice.
Some algorithms solve this problem by clustering force contributior(e.g. using
K-means clustering). Another method is to average force contrbions for a
certain number of contributors. McNeely et al. proposed to avege the total
force if the number of contributors is more or equal than 10. Thelgorithm used
in the thesis responded best when averaging for more than 50 admitors:

a=F forN < 50
(3.5)

F
a—ﬁ)forN 50

whereF, is the averaged total force andN is the number of force contributors.

Direct force rendering

This collision response part of the haptic rendering algorithm can beirdctly
tested with a haptic device as it is a separate unit producing fordeé which is
an input of the haptic device. However, direct rendering of the tad force F
with discontinuities causes the haptic device to produce unpleasevibrations
and overall impression is negative. A common way to stabilize the fercesponse
is to use virtual coupling as described in the previous chapter. Virah coupling
is implemented using a simulation of rigid body dynamics.
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3.5 Rigid body dynamics

A virtual dynamic objectis an object representing the haptic tool in the virtual
environment that is coupled with the haptic device motionThis object interacts
with the virtual environment and its dynamic behaviour is simulated umg rigid
body dynamics. The simulation is required to compute the position andrien-
tation of the dynamic object in time with regard to applied force and erque.
Derivation of equations 3.6 and 3.9 can be found in [23]. The following @dibn
is used:

F - total force acting on a rigid body in time t
- total torque acting on a rigid body in time t
X(t) - position of a rigid body in time t de ned by a vector
q(t) - orientation of a rigid body in time t de ned by a quaternion
m - constant mass of a rigid body
| - constant moment of inertia of a rigid body
v(t) - linear velocity of a rigid body in time t
I (t) - angular velocity of a rigid body in time t
p(t) = mv(t) - linear momentum of a rigid body in time t

L(t) = I! (t) - angular momentum of a rigid body in time t

Newton-Euler equations

The motion of a rigid body can be described using Newton-Euler equmts of
motion:

F= @= E(mv)= m%= ma
dt dt dt (3.6)
dL ! '

d d!
— = —(1"')Y=| — =
dt dt(l') ! dt !

wherea is acceleration of the rigid body and is angular acceleration. A general
equation for describing rotational dynamics (=1! (1! )+I ‘(’j—!t) could be simpli-
ed because of a constant moment of inerti& in time. This is due to a limitation
of virtual coupling formalism of torsional spring described in the nexsection.
The dynamic object is therefore represented in the simulation as ahsere with
radius r of a uniform density de ned by an inertia mass tensor:

Zmr2 0 0
=@ 0 Zmr2 0 A (3.7)
0 0 Zmr?

5
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3.5.1 Explicit integration of Newton-Euler equations

Let X (t) represent astate of a rigid bodyin time t. The simulation is computed
at a minimal frequency of 1000 Hz and begins at= 0 with a given state X (0).
Simulation time t is advanced by a time step t. One simulation cycle is de ned
as:

S:(F; ; X(t)! X(t+ 1) (3.8)

One method to computeX (t + t) is to use explicit numerical integration of
Newton-Euler equations 3.6. The state vector of a rigid body cornites position
x(t), orientation q(t) and another two variables describing the dynamic state.
Although using velocity variables in the state of the rigid body may be mitive
for the linear case (as shown in equation 3.11), momentum variableg aised for
simplicity reasons and better numerical stability [23]. The state veot of a rigid
body and its corresponding time derivative is de ned as:

O X v(t)
1
X (1) = % 38 %X(t) - % 2!ét()g(t) (3.9)

L(t) (t)

The time derivative of the state vector is used to approximate thetate of the
rigid body in the next step. By applying Euler's method we compute theurrent
state (denoted with subscript 1) and auxiliary variables from the pvious time
step (denoted with subscript 0) as follows:

Euler integration of translational variables

pr=pot+ F t (3.10)
+
v1=v0+at=v0+5t=@+|: t=p° F t=& (3.11)
m m m m m
X1 = Xg+ Vo t (312)
Euler integration of rotational variables
Li= Lo+ t (3.13)
.= |1l|—l (314)
1
h= Qg+ 5! o t (3.15)
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3.5.2 Stability of integration and semi-implicit integrat ion

Explicit integration equations 3.10 - 3.15 can be summarized as:

X(t+ t)= X(t)+ %X(t) t (3.16)

The problem of an explicit integration solution is a high approximation eor
caused by linearization of the derivative term. The explicit method geerates ar-
iti al energy which leads to instability. The problem may be reduced byowering
the time step (i.e. increasing frequency). However, this is often hpossible due
to collision detection and collision response computational performee. Colgate
et al. [8] stated that it is essentially impossible to guarantee stabilityfdhe system
when using an explicit method together with a penalty-based collisioresponse.

Implicit integration

An implicit integration method can be de ned as:
X(t+ t)= X(t)+ %X(H t) t (3.17)

The derivative term here conserves the energy, thus implicit integtion pro-
vides more stable behavior. However, the derivative term can notebdirectly
evaluated as in the explicit case and the integration leads to solving &tsof
implicit algebraic equations which can be time consuming.

Example of an implementation using a linear approximation of 3.17 is pro-
vided by Otaduy et al. [16] who implemented the implicit integration invéving
linearization of virtual coupling force and torque.

Semi-implicit integration

Semi-implicit integration is a method that is not as accurate as the implic
method, but provides very good results and stable behavior with mimal e ort.
From an implementation point of view, the only di erence between thexplicit
and semi-implicit method is just the order of performing computation. The
velocity v; is computed the same way as in the explicit case. However, the
position of the rigid body x; is not computed from the previous velocityg, but
from the currently computed velocityv;:

Vi = &
m (3.18)
X1=Xo+ vy t

The orientation ¢ is computed accordingly:

Li=1,,
1 (3.19)
G=0C+ 5l t
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Comparison of explicit and semi-implicit integration

An experiment was conducted to illustrate the di erence betweenhe explicit

and semi-implicit method. A testing scene was prepared and an unsitrained

motion in the virtual environment (i.e. without exerting force) of the haptic
device was recorded using the Virtual Phantom tool. The recordanotion was
then used for playback and tested for two haptic rendering setap The rst setup

applied explicit integration of Newtons-Euler equations and the seod setup
applied semi-implicit integration. Force response magnitudes werecogded for
both setups. The data was then split into subsets of size 20 and feach subset
the average valueavg (blue line) and a shifted variance valuevar (green line)
was computed using the following equations:

1 X0
avg= oo IFi
' (3.20)

var = avg+  (jFij avg)?
i=1

The variance corresponds to noise in the force magnitude. If thanance is
high, the haptic device produces unpleasant vibrations. The grapdf avg and
var values for the recording is shown in Figure 3.16.
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Figure 3.16: Explicit integration force magnitudes (left) and semi-imit inte-
gration force magnitudes (right)

Average values for both rendering setups are similar, however itrcéde ob-
served that the haptic rendering setup with semi-implicit integration(graph on
the right) produces much better results and that the explicit integation generates
a lot of arti cial noise.

3.6 Virtual coupling
The concept of virtual coupling as a stabilization component was dagtbed in

the previous chapter. The previous section described how foraagting on the
dynamic object change its translational and rotational motion. Tis section will
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clarify how exactly virtual coupling is integrated into the haptic rencering algo-
rithm and how it behaves.

Virtual tool as a dynamic object

In a virtual coupling scheme, the haptic tool is represented by a dgamic object.
The object interacts with the (in this case static) virtual environnent by pene-
trating into the proximity layer and the repulsive force is applied. Thegoal of
the repulsive force is to prevent interpenetration of the haptic tol with the static
environment.

The dynamic object is also connected to the haptic device with a spgn
damper system. This connection controls the movement of the dgmic object.
The advantage of using the dynamic object as a haptic tool proxy that the
magnitude of the repulsive force can be much larger than the oneedsfor direct
force rendering. A consequence of the large repulsive force istttitee proxy is
constrained by the proximity layer and remains outside the surfadayer, while
the actual position (i.e. the haptic device end-e ector position) ofthe haptic tool
may be inside a static object. This emulates the concept of analytibacomputed
constrained proxy. Unfortunately, the stability of the discete dpamic simulation
at a low haptic thread frequency is a limiting factor of the repulsive fce sti ness
value so it does not fully address the pop-through e ect.

Integration scheme of Virtual coupling

To summarize information above, there are two types of forcestang on the
dynamic object representing the virtual tool:

F¢; ¢ - the contact force and torque resulting from interaction with the
virtual environemt

Fy; v - the virtual coupling spring-damper system connecting the haptic
device with the dynamic object

Firstly, position py and orientation gy of the dynamic object is computed
from applying these forces using the rigid body dynamics. Next, gben p, and
orientation g, of the haptic device end-e ector is obtained and the new spring-
damper forceF, and torque , can be calculated and sent again to the dynamic
simulation. Finally, as a consequence of Newton's third law, the opptes of
spring-damper forceF, = F, and torque , =  is sent as force feedback to
the haptic device. The scheme is shown in Figure 3.17.

Figure 3.17: Virtual coupling integration scheme
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Spring-damper system

As mentioned above, the haptic device and the dynamic object is quad with a
system composed of a linear spring, torsional spring, linear dampaard torsional
damper.

The translational part of the system (i.e. linear spring and linear damper)
is parametrized by the following constants:

k; - translational sti ness of the virtual coupling
h - translational damping coe cient of the virtual coupling
And by the following variables:

dy = pg pn - distance between the position of the haptic device end-e ector
and the dynamic object

v = %d\, - relative velocity of the dynamic object

The rotational part  of the system (i.e. torsional spring and torsional damper)
is parametrized by the following constants:

k. - rotational sti ness of the virtual coupling

b - rotational damping coe cient of the virtual coupling
And by the following variables:

= axisAngle(qy q,') - axis-angle representation of angular displacement
where is the Grassman product operator andaxisAngle is a function
converting quaternion to axis-angle representation

I, = % - relative angular velocity of the dynamic object

The whole spring-damper system is therefore described by the fallog equa-
tions:

Fv=kd, hv

—k b (3.21)

Critical damping

The spring system part of virtual coupling produces oscillations thare mitigated
by the damping part. The whole system can be either under-dampe&dich means
that the system will still oscillate but at a gradually diminishing frequery, over-
damped which would result in high viscous resistance, or critically dared which
results in a non-oscillating system with the lowest possible viscous istance,
which is the desired behavior.

The translational part of the spring-damper system is critically damped if the
damping ratio = 1:

b P—
= =1 =2 mk 3.22
= P ) b t (3.22)
where m is constant mass of the dynamic object. The rotational part is

critically damped accordingly.
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Su cient condition for passivity

We can use the derivation of the critical damping to compute maximéatansla-
tional sti ness constant k;. If we analyze virtual coupling spring-damper system
in the same way as a virtual wall system described in the previous gtar, we
may compute a sti ness constant that comply with the passivity crierion for a
virtual wall:

b> %+ij ) b> %_‘me (3.23)

An example of derivation of sti nes constant K for following constats
T =0:001s - a simulation period corresponding to frequency 1000 Hz
b=8 Ns=m - inherent mechanical damping of a haptic device

m = 0:025kg - a mass of the dynamic object

Solving the equation above will give:

0:001K Y
>

8 +2 0.025K ) K 2 < 0; 594> N=m (3.24)

The maximal translation sti ness of the virtual coupling is 594N=m.

3.7 Pseudo-haptics

Pseudo-haptic systems can be de ned as \systems providing haptnformation
generated, augmented or modi ed, by the in uence of another ssory modali-
ty" [24]. In other words, pseudo-haptics creates an illusion of haptinteraction
using, for example, visual feedback. The following example will illustiethe use
of pseudo-haptics in a common situation without the need for any epial device.

Mouse cursor viscous e ect example

Let's say we want to simulate a viscous e ect using a computer mousad its

cursor. The computer mouse itself cannot exert any force anddhonly thing

that can be controlled is the position of the cursor. We split the scem where
the cursor is moving into two areas. The rst area represents a noal freespace
behavior without any alteration of the position of the cursor. The scond area
will display a viscous e ect by decreasing the relative cursor positionhange
proportionally to its speed, i.e. when the mouse moves slowly, the wiss e ect

is small and when the mouse moves quicky, the viscous e ect is larg&ven

though the mouse does not exert any forces, users moving in thiscous area
intuitively react as if they feel the viscous e ect, i.e. they push hater against

the mouse, thus actually experiencing force. The visual feedbaakts here as a
pseudo-haptic system emulating viscosity.
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Section overview

In this thesis, torque feedback is emulated by applying a pseudogie system
which utilizes force feedback and visual feedback. This section wikstribe one
particular solution that is subsequently tested in a user study prested in chap-
ter 4. First of all, behavior of a 6-DOF haptic rendering algorithm teted on
a 6/3-DOF haptic device is analyzed and its problems are stated. Sexlly, a
solution to the stated problems is proposed. Next, three types tdrque feed-
back emulation are introduced. Finally, the integration to the hapticrendering
algorithm is described.

3.7.1 6/3-DOF interaction

The problem of missing torque feedback in a 6-DOF haptic renderindgarithm
can be illustrated on the problem of missing force feedback in a 3-DOfaptic
rendering algorithm.

Zero force response

Imagine that the haptic rendering algorithm operates normally buthe generated
force response is not sent to the haptic device. Tha haptic tool ranove in
the virtual environment without any constraints, penetrate intoan object, move
freely within the object and get to the other side. This behavior wapreviously
de ned as a pop-through e ect that resulted either from incorretly computed

force response, instabilities or discrete collision detection. The ptfrough e ect

makes haptic rendering nonrealistic and is undesirable.

Missing torque feedback

A similar problem, though more complex, applies for the case of missitmyque
feedback. The orientation of the haptic tool can be changed by tading the
end-e ector of the haptic device. However, no force generated the virtual
environment will ever change the orientation of the end-e ector.Consequences
of this behaviour can be generalized into two types of interaction.

The rst type of interaction (called good torqueinteraction) happens when
the haptic tool is rotating in some direction and partially penetratesan object.
The penalty-based haptic rendering algorithm computes the repule force at the
location of penetration. The torque corresponding to the repulsevforce would
normally cause the haptic tool to rotate in direction opposite to theoriginal
rotation. However, as no torque can be applied, the haptic tool gnchanges
its position as a reaction to the repulsive force. This kind of interamn has
often no side e ects causing instability of the system or pop-thrah e ects. The
response feels realistic depending on the distance of the penatmatiocation from
the center of mass of the haptic tool. The interaction is illustrated ifrigure 3.18.

The second type of generalized interaction (calldohd torqueinteraction) can
be described as a lever-type or prying interaction. This happens & the haptic
tool is rotating about the center of mass and encounters an olbsie at two op-
posite sides of the tool in a given direction. The tool partially pene#ites objects
at both locations and repulsive forces are generated. The sum bese forces is
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Figure 3.18: Response to the interaction with and without applied tque

zero because of their opposite directions. However, the torquerresponding to
these forces is two times larger in magnitude. The torque would noatly pre-

vent the tool from penetrating the object, but again as no torge can be applied
and this time even no force is generated, the haptic tool penetest the object as
illustrated in Figure 3.19.

pop-through effect
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Figure 3.19: Pop-through problem of missing torque feedback

When the haptic tool penetrated an object in the 3-DOF case of nsmg force
feedback mentioned above, the repulsive force magnitudes wemerenously large
causing instability of the simulation system. But as the force was na&ent to the
haptic device, the user could not feel it. However, for the case missing torque,
the problem of large torue magnitude may result in unpredictable belkior.

3.7.2 Simulation-based solution to pop-through e ect

The pop-through e ect caused by missing torque feedback makpsnalty-based
6-DOF haptic rendering algorithms unsuitable for 6/3-DOF haptic deices. A
desirable e ect would be to ignore the rotational movement of thedptic device
end-e ector and prevent the haptic tool from penetrating the bject. Such an
e ect will make use of pseudo-haptics in that the visual feedbackilinform the

user that the haptic tool is constrained and that it cannot rotateanymore.

Lowering the sti ness of the torsional spring

The rst idea to create the constraining e ect was to utilize the virtual coupling.
In the virtual coupling scheme, the dynamic object representinghe haptic tool
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is coupled with the haptic device end-e ector by a torsional springsadescribed
in the previous section. If the rotational sti ness of the torsionaspring k; is
set to a reasonably small value, théorque generated from repulsive forcewill

be stronger than the torque generated by the torsional couplingpring and the
haptic tool will be constrained as shown in Figure 3.20 on the left.

actual orientation of direction of motiol

the end-effector % \

-
-
A’ -

strong repulsivéorque

bad torque solution good torque probl
Figure 3.20: A low torsional spring sti ness

The low sti ness of the coupling solves the problem of the pop-thrgh e ect
caused by the lever-type & bad torque interaction, but the problem of this ap-
proach is that the low sti ness of the coupling breaks the rst type(good torque
interaction. When the torsional spring sti ness is low, the haptic t@l tends to
rotate around the object instead of generating a repulsive for@es illustrated in
Figure 3.20 on the right. An ideal solution would let thegood torquework and
limit only the bad torque

Torque/force correlation

The problem is how to di erentiate between thegood torqueand the bad torque
A characteristic property of the bad torqueis the small magnitude of the total
force acting on the haptic tool and the large magnitude of the totge. This can
be used for a heuristic that would compare the applied torque andrte and limit
coupling torque sti ness only if the force magnitude is not proportional to the
torque magnitude

If we look at the problem from thegood torquepoint of view, the good torque
magnitude is actually proportional to the force magnitude which is ectly the
opposite of thebad torquecharacteristics.

F

Torque vectc

Figure 3.21: Torque vector illustration

The heuristic can be improved by a simple observation that all forcegen-
erating the bad torqueare perpendicular to the torque vector as illustrated in
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Figure 3.21. Thus, the heuristic compares only the magnitude of theum of
all forces that are perpendicular to the torque vector. Also, t@ue magnitude
Itering by moving average is applied to mitigate discontinuities in the toque
response caused by inaccurate dynamic simulation.

Vibration feedback

The visual emulation of the torque feedback by constraining the péc tool in

a bad torqueinteraction may be improved by applying another form of pseudo-
haptic feedback. The visual feedback does not provide informaticabout the
magnitude of the torque that can not be haptically rendered. Thefore, the
pseudo-haptic part of the 6/3-DOF haptic rendering algorithm is etended by
a vibration e ect that corresponds to the mentioned magnitude othe torque.
This vibration e ect largerly improves the overall cognitive intepregation of the
missing torque feedback.

3.7.3 Integration of pseudo-haptics

To summarize this, there are actually three pseudo-haptic systesnemulating the
torque.

The rst system is the good torqueinteraction which utilizes the force feed-
back and is part of the collision response.

The second system is visual feedback constraining the haptic tolobm
interpenetration and pop-through e ect using the information fom collision
response and virtual coupling.

The third system is a vibration force that uses the information fronthe
second system. The vibration force is not added to the virtual cpling
force as this would lead to instabilities; instead, it is directly renderetb
the haptic device.

The nal pipeline of the 6/3-DOF haptic rendering algorithm is shown in
Figure 3.22.

Figure 3.22: Pipeline of the 6/3-DOF haptic rendering algorithm
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3.8 Virtual Phantom

Virtual Phantom si a tool speci cally developed as part of this theis to debug
haptic rendering algorithms. The idea of a virtual device originatesdm 3-DOF
CHAI 3D Virtual Haptic Device (also called dhdVirtual). The virtual device
makes it possible to test haptic applications developed using CHAI 3Ditvout

having a real haptic device.Virtual Haptic Device is a separate application that
communicates with CHAI 3D and acts like a real haptic device that deenot
exert forces. The application is started automatically when no realevices are
available.

Figure 3.23: 3-DOF CHAI 3D Virtual Haptic Device workspace

It provides a graphical representation of workspace, the 3-DORaptic tool
(a small sphere) and generated force as a vector as shown in Fg@r23. The
applicaton allows the user to move the virtual haptic tool using comger mouse
and keyboard. Virtual Phantom extends the concept to 6 degreef freedom and
adds several functionalities.

Translational and rotational motion

The 6-DOF Virtual Phantom haptic tool is represented by a drill obgct that is
a part of CHAI 3D SDK shown in Figure 3.24. A visual aid representedyba
line connecting the tool and the center of the workspace is also peated to help
locate the haptic tool.

Figure 3.24: 6-DOF Virtual Phantom haptic tool

The 6-DOF haptic tool can be translated and rotated using compet mouse
and the position and rotation data is then sent to CHAI 3D library at afrequency
of 1000 Hz.

The position and orientation of the tool is changed by relative distases trav-
elled when dragging over the workspace, i.e. the user holds down tm@use
button and moves the cursor. Holding the left mouse button causehe trans-
lation in YZ-plane, right mouse button causes the translation in XY-fane. The
rotation about Z-axis and Y-axis of the tool is changed by holding @ the
middle mouse button.
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Another way of changing the position and orientation of the virtuahaptic tool
is by attaching a real haptic device. The position and orientation offte Virtual
Phantom then corresponds to the position and orientation of thetiched real
haptic device.

Force and Torque visualization

The force and torque is visualized in two ways. Firstly, a red line visualir
the force sent to the device is placed at the tip of the tool. The lenigtof the
line is proportional to the force magnitude. Analogously, a green lingsualizing
the torque sent to the device is also placed at the tip of the tool ahi®vn in
Figure 3.25.

Figure 3.25: 6-DOF Virtual Phantom workspace

The second type of force and torque visualization is a oating graprepre-
senting magnitudes of force and torque. The graph contains aage value of the
magnitude and the shifted variance as described in the comparisdireaplicit and
semi-implicit integration (i.e. equation 3.20).

Haptic recording and playback

Motion of the haptic tool can be recorded along with the forces seto the device.
The data is saved to a le containing the time, position and force. Theecording
can be later played back which makes it possible to compare di erenetsips
of the haptic rendering algorithm as shown in the comparison of exglicand
semi-implicit integration (Figure 3.16).

The recording can be also used for evaluation and veri cation of dirg haptic
rendering algorithms providing the same input data. Need for wayds baptic ren-
dering evaluation is generally recognized and several other apptbas have been
proposed, such as: physical scanning of real-world objects [2bJaa empirical
approach for the evaluation of haptic rendering algorithms presesd by [26].
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Pseudo-haptic force feedback simulation

A trivial pseudo-haptic force feedback simulation was implemented timprove
debugging possibilities. When a force is sent to the Virtual Phantomedice, the
haptic tool is moved proportianally to the magnitude and in the direabn of the
force, thus trivially simulating dynamics of the resistance of a handdiding the
haptic device end-e ector. This behaviour helps with a lot of situatins when
the interaction of the virtual haptic tool is actually needed to debg the haptic
rendering setup.
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4. User study

The main goal of the user study is to evaluate performance and tisan of the
developed 6/3-DOF haptic rendering algorithm. The user study caists of 4
applications simulating di erent scenarios of haptic interaction, withan emphasis
on missing torque feedback. Dierent combinations of pseudo-hiap feedback
were tested. All testing applications provided a possibility to turn onand o
the vibration pseudo-haptic feedback. It was also possible to shaw hide a
wireframe model of the actual position and orientation of the hajt device end-
e ector. More details about user controls can be found in AppendiB.

A total of 6 users participated in the study. Most of the users did ot have
any previous experience with computer haptics.

Testing environment

Applications were tested on the PHANToM Desktop haptic device witt6-DOF
positional sensing and 3-DOF force feedback connected via parafiert (IEEE
1284). The computer running user study testing applications wagjeipped with
a Quad-Core Intel Core-i7 2.4 GHz CPU and 8 GB RAM. This con gurabn was
su cient to produce realistic force feedback at a minimal haptic thead frequency
of 1000 Hz.

Questions asked during the user study

The following questions were asked during the user study for all texy applica-
tions:

1. Does the force feedback correspond with objects in the virfuanvironment
which is displayed on the monitor?

2. How would you describe the environment interaction from the haig point
of view?

3. Does the force feedback feel realistic?

4. Does the vibration pseudo-haptic feedback help you interpreh¢ missing
torque?

5. Do you prefer to see the actual position and orientation of thedptic device
end-e ector using a wireframe model or not?

6. In which type of applications would you use the 6/3-DOF haptic rettering
if you could choose whether to buy an expensive full 6-DOF haptic dee
or a considerably cheaper 6/3-DOF haptic device?

4.1 Testing applications

4.1.1 Rabbit and hammer

The rst testing application is called Rabbit and hammer. The goal of his appli-
cation was to present participants with the behavior of force febdck generated
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by the 6/3-DOF haptic rendering algorithm and exerted by the hapt device.
The presentation of the scene is shown in Figure 4.1.

Figure 4.1: Rabbit and hammer

In the rst phase, the participant was asked to explore the envinament and
get used to the interaction phenomenon. Next, the participant waasked to utilize
the proportions of the haptic tool and interact with parts of the ol distant from
the center of mass.

4.1.2 Pipe and torus

The second testing application is called Pipe and torus. The goal ofishapplica-
tion was to present a di erent type of the haptic tool and increaseequirements
on end-e ector manipulation skills. The presentation of the scene shown in
Figure 4.2.

Figure 4.2: Pipe and torus
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Firstly, the participant was asked to move the torus along the piperém one
side to the other. This scenario demanded a greater manipulationiék Secondly,
the participant was asked to try prying the pipe with the torus and @scribe the
sensation.

4.1.3 Pipe and tube

The third testing application is called Pipe and tube. The goal of this gpication
was to evaluate a task that normally involves high torque feedbacK.he presen-
tation of the scene is shown in Figure 4.3. The wireframe model of tlaetual
position of the haptic device end-e ector is displayed and marked irhé gure.

Figure 4.3: Pipe and tube

The participant was asked to move the tube along the pipe from oné&ls to
the other as in the previous test. However, the tube is highly consined by the
pipe. Thus, the system generates high torque feedback when thaptic tool is
not nely manipulated.

4.1.4 Piping and tube tool

The last testing application is called Piping and tube tool. The goal of tis
application was to evaluate spatial orientation when the the hapticdol was not
fully visible. The presentation of the scene is shown in Figure 4.4.

Firstly, the participant was asked to move the tube tool through he piping
without colliding. Next, the participant was asked to move the tube ®ol with
their eyes closed and describe whether the force feedback alonieles them.
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Figure 4.4. Piping and tube tool

4.2 Results

The results of the user study are summarized in the following list of awers to
guestions 1-6 above:

1. Does the force feedback correspond with objects in the vattenvironment
which is displayed on the monitor?

All participants have con rmed that in every testing application the force
feedback corresponds to the virtual environment which is displageon the
monitor. This shows that the collision detection part of the haptic rader-
ing algorithm developed in the thesis works correctly and that the d@sion
response generates appropriate force feedback.

2. How would you describe the environment interaction from theaptic point
of view?

One participant described the material of the rabbit in the rst teding
application as metallic. However, after a longer exploration, the paci-
pant agreed with other participants that the material of the rablit feels
like slipping rubber. This behavior is a consequence of zero surfagetion
and the lower sti ness of the virtual coupling which, on the other had,
preserves stability.

3. Does the force feedback feel realistic?

All participants agreed that the force feedback feels realistic. Npartic-
ipant complained about the force feedback even when interacting parts
of the tool distant from the center of mass. This proves that th@roblem
of missing torque feedback was well addressed by the pseudotltagystem
used in the force feedback.

4. Does the vibration pseudo-haptic feedback help you intepthe missing
torque?
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The rst reaction to the vibration e ect was rather unpleasant. Howev-
er, every participant intuitively stopped rotating the haptic tool and ro-
tated the tool back into the orientation that does not produce vibations.
Also, the magnitude of vibration force helped participants with ndirg a
non-vibrating orientation.

After a longer exploration, participants got used to the conceptfovibrating
force and agreed that the vibration e ect largely improves the infonation
about the missing torque feedback and that they have subconsasty con-
nected the non-realistic vibrating force with the torque.

Do you prefer to see the actual position and orientation of éhhaptic device
end-e ector using a wireframe model or not?

In most situations, the wireframe model was distracting and inteefred with

the visual pseudo-haptic feedback. However, in the third testingpplica-

tion (Pipe and tube), participants often lost sense of orientation écause
of pipe constraints as shown in Figure 4.3. Therofore in this situatioithe

wireframe model helped with completion of the task.

In which type of applications would you use the 6/3-DOF haptrendering
if you could choose whether to buy an expensive 6/6-DOF haptievice or
a considerably cheaper 6/3-DOF haptic device?

All participants agreed that a 6/6-DOF haptic device is needed forighly
realistic haptic feedback such as high accuracy virtual assembly aiving
wrenching. However, the 6/3-DOF haptic rendering algorithm deveped in
this thesis makes a competitive alternative for simpler tasks such &much-
ing and exploring objects with tools. An example of such usage may be
haptic exploration of scanned archaeological objects in museumsexhi-
bitions. Most participants stated that the 6/3-DOF haptic rendering al-
gorithm highly improves overall impression and realism of haptic feedbk
over single-point 3-DOF interaction.
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5. Conclusion

5.1 Summary

The thesis has introduced haptic modality of the human-computer taraction
and provided basic information about sources of haptic stimuli.

The de nition of haptic rendering for impedance type devices was ated.
Various haptic rendering algorithms were analyzed beginning with th&-DOF
haptic rendering where the problem of stability was introduced and passivity
criterion of virtual coupling scheme was presented as a solution tostabilities.

Direct rendering methods for 3-DOF haptic rendering were desced and their
problems illustrated. The God-object method was then analyzed drdescribed
in detail together with geometric de nition of proxy-based haptic endering. A
solution to rendering of low-quality digitization polygonal meshes waalso pre-
sented.

Performance issues of 6-DOF haptic rendering were stated andes@l meth-
ods with dierent drawbacks were analyzed. A simulation based multiate
method that decoupled part of the haptic rendering pipeline from t haptic
rendering thread was described and illustrated.

A problem of haptic rendering for underactuated devices was intdoiced and
pseudo-haptics solution to the problem proposed. Trivial implemeations of 6/3-
DOF haptic rendering and their outcomes were described and a nalpproach
for 6/3-DOF haptic rendering based on the voxel sampling methodas chosen.

The developed 6/3-DOF haptic rendering algorithm was then analyden de-
tail for every part of the algorithm including: collision detection of the PointShell
representation and the voxel tree data structure, collision regpse from a tangent
plane force model, rigid body dynamics and the virtual coupling.

Psuedo-haptics systems were then described and a heuristic fetetmining
lever-type interaction was analyzed and implemented. Di erent typs of pseudo-
haptic feedback were combined and tested in the user study.

The user study showed that proposed pseudo-haptic systemeafty improves
the overall impression for underactuated devices and that the 8/DOF haptic
rendering algorithm developed as a part of the thesis can be used iveral
applications that do not demand highly realistic torque feedback.

5.2 Future work

The developed haptic rendering algorithm can be improved in many wayFirst,
a stability of the dynamic object simulation can be improved by using a uiti-rate
approach. Problem of the instable behavior can be observed wheolding the
end-e ector far from the rotating tip. However, Colgate et al. [§ stated that even
if a non-passive virtual environment may be stable, interaction witla human via
a haptic interface may cause instability.

Secondly, haptic rendering of a surface material would also improtiee per-
formance of pseudo-haptic systems. The lever-type interacti@mould cause high
friction which would constrain the haptic tool from moving away frely as it is
possible now.
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Next, implementation of pseudo-haptic systems to constraint-lsed haptic
rendering algorithm would improve the stability and maybe bring new pssibilities
of pseudo-haptic feedback.

Virtual Phantom device can be improved in many ways: the simple simulan
of pseudo-haptic feedback can be extended to a simulation of a nmgy hand,
haptic recording and playback performance can be improved, m@&usontrol can
be also enhanced.
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A. Programmer's guide

This appendix provides information about implementation details of &-DOF
haptic rendering algorithm and the Virtual Phantom tool. Firstly, a Sructure
and integration of 6/3-DOF haptic rendering algorithm in a CHAI 3D library
will be described. Next section will explain the implementation of VoxMa colli-
sion detection algorithm. A class that connects all parts of the haig rendering
pipeline will be described in the third section. The fourth section will bey
describe why and how shadow rendering was implemented. Finally, a Mial
Phantom solution and project les will be described.

A.1 Integration into CHAI 3D

The 6/3-DOF haptic rendering algorithm is implemented as an extensioto a
CHAI 3D SDK [27]. CHAI 3D is a scene graph API written in the C++ pro-
gramming language with aim to create a modular, open source and ss@latform
haptic API with a wide support of di erent haptic devices.

Modules and groups

The CHAI 3D library is split into several modules and class groups thatrovide
specic tasks. The 6/3-DOF haptic rendering algorithm extends ash utilizes
mainly these groups: Devices, Graphics, Math, Haptic Tools, HaptiE ects,
Force Rendering, Collision Detection, Timers.

Scene graph

The main unit of all objects in the scene graph is aGenericObjectclass which
inherits from a general abstract typecGenericType The generic object creates a
tree structure of objects using a standard template vector cla®f children objects
in a m_children member.

A.1.1 Generic tool

The scene graph representation of a haptic device is called a tool. Ahstract
class de ning all tools in the scene graph isGenericTool The generic tool
contains a m_device member of type cGenericHapticDevicewhich serves as a
wrapper for the communication with a haptic device driver.

There are three main methods called successively in a haptic loop rimgin
the haptic thread:

1. updatePose()- updates the position and rotation of the tool using the data
from the haptic device

2. computelnteractionForces()- compute interaction forces between the tool
and the virtual environment

3. applyForces()- apply computed forces to the haptic device

54



The only speci c tool that CHAI 3D o cially provides at this time is a 3-D OF
tool identi ed as a cGeneric3dofPointer This thesis extends the CHAI 3D library
by adding a 6/3-DOF tool identi ed as a cGeneric63dofPointerand described
later in this chapter.

A class representing a force model is needed in order to computecés in the
tool. The cGeneric3dofPointerclass uses @ProxyPointForceAlgo class which is
an implementation of the God-object method described in section 2.Zhis thesis
extends the CHAI 3D library by addingcGenericPointShellForceAlgalass which
represents all PointShell algorithms. The 6/3-DOF haptic renderig integration
structure is shown in Figure A.1. More detailed information about CHA3D can
be found in [5].

A.1.2 Application ow

A typical haptic application starts with loading the 3D data (e.g. meshmodels,
volume data) and initialization. The process then uses two separatbreads:
a haptic thread and a graphic thread. The graphic thread renderthe virtual
environment at approximate frequency of 60 Hz. The haptic threhupdates at
approximate frequency of 1000 Hz and runs the three main meth®df the haptic
tool class mentioned above. Figure A.2 illustrates a typical ow of te application
using 6/3-DOF haptic rendering in CHAI 3D.

A.2 VoxMap

A classcVoxMap is a wrapper for the voxel tree de ned by a root node member
m_rootNode It provides methods for adding a new mesh to the VoxMap, voxeliz-
ing the interior of the VoxMap, creating a proximity layer and rendeing a voxel
tree visualization.

A.2.1 cVoxMapTreeNode

A cVoxMapTreeNodeclass represents a voxel tree node. The class has two tem-
plate arguments specifying its behavior.

The rst template argument is sVoxMapTreeNodeCon gwhich is a structure
de ning:

voxelSize - size of the voxel in metres

nodeDim - a number of subdivisions of the space in one dimension

maxLevel - maximal depth of the tree

The second template argument isVoxMapTreeNodeTraitswhich speci es a
behavior of voxel data manipulation. The programmer can use its owvoxel
data structure in the voxel tree provided that he de nes a spediaation of the
sVoxMapTreeNodeTraitsclass.
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cVoxMapTreeNode visitors

A cVoxMapTreeNodeclass accepts several visitor classes:

cVoxelVisitor - visits voxel data in the current node
cTraversalVisitor - traverses the tree depth- rst

cScanLineVisitor - visits voxels in a scan-line manner

Speci ed visitors are used for testing collision in the node, renderirige node
(cRenderVoxelVisitor) or voxelizing an interior.

A.3 6/3-DOF Pointer

A cGeneric63dofPointerclass de nes the 6/3-DOF haptic tool. It contains meth-
ods for computing virtual coupling and rigid body dynamics. It also stres cor-
responding constants and variables needed for computing the siation based
force. The pseudo-haptic torque/force correlation system is plied by applyPseu-
doHapticsCouplingTorquemethod.

A.3.1 Point-shell force algorithms

PointShell force algorithms are derived from aGenericPointShellForceAlgaclass
parametrized by the template argumentPointShellVoxMapTreeNodeCon g The
cGenericPointShellForceAlgalass contains PointShell data, properties and method
to compute the PointShell from the mesh using the VoxMap with théPointShel-
IVoxMapTreeNodeCon g con guration.

cVoxelSamplingForceAlgo

A cVoxelSamplingForceAlgalass implements voxel sampling tangent plane force
model described in previous chapter. The class contains the Voxpl&ree node
de nition and the VoxMap itself. It provides method to compute the tangent
plane force and method to add the mesh to the VoxMap.

cProxyPointsForceAlgo

A cProxyPointsForceAlgo is an implementation of the trivial force rendering
method described in previous chapter aBroxy point set collision It contains
method for computing the force response, updating the proxy pition and set-
ting the surface friction.
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Figure A.1: 6/3-DOF haptic rendering integration structure in CHAI 3D

57



Figure A.2: A typical ow of the haptic application
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A.4 Shadow map light

A cShadowMapLightclass implements support of casting shadows which greatly
improves spatial orientation as shown in Figure A.3. Shadows are dered using

a basic shadow mapping technique utilizing FrameBu er object, Pixednd Vertex
Shaders which are stored in aShadowMapLightsource le.

Figure A.3: Shadow

A.5 Virtual Phantom
Virtual Phantom application solution consists of two projects.

The rst project is a library called hdPhantomVirtual, which serves as a
wrapper and communication library with CHAI 3D. The communication is
made throughnamed le mapping object(a memory-mapped system le).

The second project is called/irtual Phantom which is a GUI application
using QT library to show the workspace of the Virtual Tool and menubar.
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B. User Documentation

B.1 System requirements
Hardware requirements
PHANToOM Desktop haptic device
Quad-Core Intel Core-i7 2.4 GHz CPU with 4 GB RAM or better

Software requirements

PHANTOM Desktop 64-bit drivers

Microsoft Windows Vista 64-bit operating system or Microsoft Windws 7
64-bit operating system

Microsoft Visual C++ 2010 Redistributable Package or Microsoft Vigal
Studio 2010

B.2 User study keyboard shortcuts
All user study testing applications have following keyboard shortds:
S - turn on/o shadows
D - show/hide wireframe model of the haptic device end-e ector

T - enable/disable vibrating pseudo-haptic e ect

B.3 Running Virtual Phantom

Following steps are required in order to run the Virtual Phantom aplication
correctly:

Copy VirtualPhantom.exe to the bin/ directory of the CHAI 3D SDK
Backup hdPhantom.dll le in the bin/ directory of the CHAI 3D SDK
Copy hdPhantomVirtual.dll to the bin/ directory of the CHAI 3D SDK

Rename hdPhantomVirtual.dll to hdPhantom.dll

60



C. Contents of the accompanying
CD

The structure of accompanying CD is as follows:

/bin - contains CHAI 3D SDK and compiled binaries of user study testig
applications for Microsft Windows 7 64-bit operating system along wit
application data les

/doc - contains the master thesis in PDF format, reference manuand
programmer's guide

/src - contains source code together with a Microsoft Visual Stuol 2010
solution and project les
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