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Abstract
We propose an analysis of numerical integration based on sampling theory, whereby the integration error caused
by aliasing is suppressed by pre-filtering. We derive a pre-filter for evaluating the illumination integral yielding
filtered importance sampling, a simple GPU-based rendering algorithm for image-based lighting. Furthermore, we
extend the algorithm with real-time visibility computation. Free from any pre-computation, the algorithm supports
fully dynamic scenes and, above all, is simple to implement.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism - Color, shading, shadowing, and texture

1. Introduction

Error of numerical integration is usually analyzed in terms
of the integrand derivatives [QSS00]. Our main contribution
is a novel approach based on sampling theory, whereby we
view the error as a consequence of aliasing [Edw07]. We
adopt pre-filtering to suppress the alias and derive the pre-
filter shape for the illumination integral quadrature based on
BRDF-proportional importance sampling (see Fig. 1).

Our analysis yields filtered importance sampling, a practi-
cal GPU-based algorithm for image-based lighting of glossy
objects, described in detail in [CK07a]. BRDF importance
sampling is implemented in a GPU fragment shader and pre-
filtering is performed with a MIP-mapped lookup in an envi-
ronment map texture. We extend the algorithm with a simple
approximate approach to compute the visibility function for
each surface point by sampling the visibility proportionally
to the environment map luminance. We show that the combi-
nation of BRDF-proportional sampling for shading and en-
vironment map-proportional sampling for visibility yields a
good compromise of rendering speed and simplicity vs. im-
age quality.

Our main target application, interactive material and
lighting design [CPK06], implies the required features our
algorithm—support for a wide variety of BRDFs with spa-
tially changing parameters and image-based lighting with
shadows [FDA03]. BRDFs, lighting, and geometry can all
be changed in real-time since no pre-computation is involved
(the MIP-maps are generated on the fly during rendering).

Although similar algorithms have been proposed,
e.g. [KVHS00, GKD07], we believe that they do not share
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Figure 1: Using our technique, glossy as well as diffuse
reflections can be rendered in real-time without any pre-
computation. Here, the rusty robot (a) contains 7,722 tri-
angles and renders at 75.8 FPS for a 1k × 1k image on an
NVIDIA 8800 GTX. The key idea is to suppress aliasing due
to deterministic sampling (b) by pre-filtering (c) as opposed
to randomization (d).

c© 2008 The Author(s)
Journal compilation c© 2008 The Eurographics Association and Blackwell Publishing Ltd.
Published by Blackwell Publishing, 9600 Garsington Road, Oxford OX4 2DQ, UK and
350 Main Street, Malden, MA 02148, USA.
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the simplicity, efficiency, and flexibility afforded by our ap-
proach. The price to pay is a limited accuracy of the gener-
ated shadows, the requirement of an efficient sampling for-
mula for the supported BRDFs, and occasional blurring of
highlights. However, in lighting or material design applica-
tions, the image quality delivered by our method is largely
sufficient for an artist to understand the appearance of the
scene [Col08].

2. Related Work

Aliasing and Numerical Integration. Edwards [Edw07]
analyzed aliasing in numerical integration in the context
of mechanical systems. Related work in computer graph-
ics includes anti-aliasing by Gaussian quadrature [LJR96,
GT96], and the pre-filtering for texture maps, notably the
re-sampling framework by Heckbert [Hec89].

Real-Time Shading for Image-Based Lighting. Early
techniques based on pre-filtered environment maps cannot
change BRDFs and lighting in real-time because of the pre-
filtering step [KVHS00]. Frequency space approaches us-
ing spherical harmonics [RH01, KSS02, RH02, SKS02] or
other basis functions [NRH04, WTL04, LSSS04, TS06] par-
tially lift this limitation but the BRDFs stay static. Global ef-
fects, such as shadows, can be included using pre-computed
radiance transfer (PRT) but support for dynamic geometry
remains difficult. Dynamic BRDF changes can be enabled
at the expense of increased pre-computation time and stor-
age cost [BAOR06, SZC∗07]. However, our goal is to avoid
pre-computation completely. McAllister et al. [MLH02] ren-
der spatially-varying Lafortune BRDFs by pre-convolving
the environment map with cosine lobes of varying widths.
Hensley and Scheuermann [HS06] approximate glossy re-
flections with a lookup into a summed-area table of the en-
vironment map. In a closely related work [GKD07], Green
et al. approximate BRDFs by a sum of Gaussian kernels
(fitted in an off-line process), which reduces rendering to a
lookup in a pre-filtered environment map. In our algorithm,
the off-line fitting is replaced by real-time BRDF impor-
tance sampling. We directly build upon the work of Colbert
and Křivánek [CK07a, CK07b] from which we borrow the
idea of BRDF importance sampling and environment map
filtering. We extend their work by providing a theoretical
analysis of the filtering that clearly identifies the approxi-
mations made, introducing support for real-time shadowing,
and demonstrating a more detailed validation.

Sampling for Image-based Lighting. Methods that sample
from environment lighting [ARBJ03,KK03,ODJ04,LRR05]
may have problems with specular BRDFs. To address this is-
sue, Havran et al. [HSK∗05] increase the number of samples
around the specular lobe; others sample from the product
of the lighting and the BRDF [CJAMJ05, BGH05, TCE05,
CETC06, CAM08]. Drawing a sample with these meth-
ods is involved and only pays off if a costly visibility test

is done for each. For highly specular BRDFs, rendering
is more efficient using only the BRDF for sampling, ei-
ther using analytic formulas [PH04] or with data-driven ap-
proaches [CPB03, LRR04]. We use BRDF importance sam-
pling even for low-gloss BRDF and use environment map
filtering to suppress aliasing.

Shadowing for Image-based Lighting. Approaches based
on visibility pre-computation (e.g. PRT) use different ways
to store the visibility information, such as various spherical
basis functions [SKS02,NRH04,WTL04,LSSS04,ZHL∗05,
TS06, GKD07], discrete directions [MSW04], visibility
cuts [AUW07] or a coherent shadow map [RGKM07]. How-
ever, the pre-computation step disables their use for scenes
with deforming geometry. Techniques for real-time ambient
occlusion in dynamic scenes exist [Bun05, SA07], but there
is not directional information. As an alternative, Kautz et
al. [KLA04] compute self-shadowing by a fast hemispheri-
cal rasterization at each vertex. Ren et al. [RWS∗06] replace
dynamic occluders by a sphere hierarchy and accumulates
visibility in spherical harmonics. Annen et al. [ADM∗08]
replace an environment map by a number of area lights and
uses a fast soft-shadow algorithm to generate the shadows.
Compared to these approaches, we strive for simplicity, flex-
ibility, and no pre-computation, though possibly at the cost
of reduced accuracy.

3. A Sampling Theory-based Analysis of Numerical
Integration

3.1. Uniform Sampling

Consider a function g : R 7→ R+. We want to numerically
integrate I =

∫ β

α
g(u)du. Suppose we take N regularly spaced

samples and evaluate the integral as:

I ≈ β−α

N

N

∑
i=1

g(ui). (1)

Since our goal is to express the integration in terms of fil-
tering of g, we apply sampling theory treatment to the prob-
lem [OSB99]. Assuming g periodically repeats outside the
integration domain, we interpret (1) as follows:

1. Sample the continuous signal g(u) with the period T =
(β− α)/N to get the sampled signal gs(u). In the fre-
quency domain, this creates shifted replicas of the spec-
trum of g with spacing inversely proportional to T .

2. Reconstruct the continuous signal by convolving gs with
the ideal reconstruction kernel: ĝ(u) = (gs⊗sincT )(u). In
the frequency domain, this cuts off the spectrum replicas.

3. Retrieve the DC term (i.e. Fourier transform at ω = 0) of
the reconstructed signal. This is, indeed, an approxima-
tion of the estimated integral:

Ĝ(ω)
∣∣∣
ω=0

=
∫

ĝ(u)eiωudu
∣∣∣
ω=0

=
∫

ĝ(u)du.
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Aliasing. If the spectrum replicas due to sampling overlap,
the original signal cannot be exactly reconstructed. This is
aliasing. Aliasing affects the integral estimate (1) if the spec-
trum replicas overlap in the DC term, i.e. at frequency ω = 0.

Pre-filtering. We adopt the customary means of suppress-
ing aliasing by pre-filtering with a low-pass filter: g′(u) =
g⊗ h(u). Since we only need the DC term, any normal-
ized pre-filter that cuts off frequencies above the sampling
rate ensures an alias-free integral estimate. Such a pre-filter
could also cut off frequencies below the sampling rate, blur-
ring the signal, and, in the limit, pre-filtering could result in
a constant function (equal to I/(β−α)). However, we prefer
pre-filters that preserve frequencies below the sampling rate,
blurring the least amount possible, so that we can approxi-
mate the integral on any sub-domain.

Quadrature with filtered samples. We combine pre-
filtering with sampling by taking filtered samples:

SUS(ui) =
∫

g(u′)h(ui−u′)du′.

Using filtered samples in (1) suppresses aliasing in the inte-
gral estimate. Filtered samples can be computed efficiently if
a pre-filtered version of g, such as a MIP-map of an environ-
ment map, is available. Our analysis generalizes to multiple
dimensions so we continue in 2D.

3.2. Importance Sampling

Importance sampling is an effective means for variance re-
duction in Monte Carlo integration. Samples are generated
proportionally to a probability density function (PDF), p, so
that many are taken where the integrand has large values.
The inversion method generates a sample, x, by transform-
ing a uniformly distributed random variable, u, by the in-
verse of the cumulative distribution function (CDF), P(x) =∫ x
−∞ p(t)dt, as follows: x = P−1(u). In 2D, the transforma-

tion is given by the inverse of the marginal and conditional
CDF [Fis96]. For brevity, we use the same notation as in 1D:
x = P−1(u).

Although designed for Monte Carlo integration, impor-
tance sampling gives good results even for deterministic
sampling, where the same set of sample directions are eval-
uated for each pixel. Nevertheless, the integral estimate
may still suffer from aliasing. To apply our analysis (which
only holds for uniform sampling), we first warp the in-
tegrand [CPL85] according to the inversion method, x =
P−1(u). Since the Jacobi determinant of P is equal to the
PDF, p, we have:

I =
∫

g(x)dx︸ ︷︷ ︸
importance
sampling

=
∫

g(P−1(u))
p(P−1(u))

du︸ ︷︷ ︸
uniform sampling

.

Estimating the first integral by importance sampling is
equivalent to estimating the second one by uniform sam-
pling. Having uniform sampling, we convolve with a pre-
filter, yielding a filtered sample:

SIS(ui) =
∫

g(P−1(u′))
p(P−1(u′))

h(ui−u′)du′.

Warping back, we finally get pre-filtering in terms of the
original, unwarped function, g(x):

SIS(ui) =
∫

g(x′)
p(x′)

[
h(ui−P(x′))p(x′)

]︸ ︷︷ ︸
warped pre-filter
(spatially variant)

dx′. (2)

Quadrature based on importance sampling with filtered
samples (2) yields an alias-reduced integral estimate. Unlike
for uniform sampling, the pre-filter is now spatially variant,
with size inversely proportional to the PDF—smaller filter is
used in areas of high sample density.

4. Illumination Integral Evaluation

We now use the analysis from the previous section in evalua-
tion of the illumination integral that gives the outgoing radi-
ance in the direction of the camera, `o(o), as a hemispherical
integral over all incoming lighting directions x of the incom-
ing radiance, `i(x), multiplied by the BRDF, fr(x,o), and the
cosine term, cosθx:

`o(o) =
∫

`i(x) fr(x,o)cosθxdx .

We simplify the notation by dropping o, since it is fixed in-
side the integral, and by folding fr(x,o)cosθx into a sin-
gle function f (x) to get: `o =

∫
`i(x) f (x)dx. We use BRDF-

proportional importance sampling combined with filtering of
`i(x) to evaluate this integral. The following facts motivate
this choice. (1) The incoming radiance, `i, represented by
an environment map, can be efficiently filtered using MIP-
mapping. (2) The BRDF, given by an analytical formula, can
be efficiently sampled, but not filtered.

4.1. Filtered Samples for the Illumination Integral

We use three interrelated spaces in the derivation of filtered
samples for an alias-reduced estimation of the illumination
integral:

Mx Unit sphere. Illumination integral is defined here.
Mu Unit square, [0,1]2. Related to the sphere,Mx, by the

inverse CDF: x = P−1(u). Therefore, importance sam-
pling inMx corresponds to uniform sampling inMu.

Ms Environment map representation, e.g. a cube map or a
dual paraboloid map, related to the sphere,Mx, through
s = R−1(x). The the Jacobi determinant of R is denoted r.

First, we warp the illumination integral fromMx toMu.
A filtered sample is then given by the convolution with the

c© 2008 The Author(s)
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pre-filter, h, in the domain ofMu. Then, we warp the convo-
lution fromMu toMs to get the filtered sample in terms of
filtering the environment map with a spatially variant filter:

SII(ui) =
∫

`i(x′)
f (x′)
p(x′)

[h(ui−P(x′))p(x′)r(s′)]ds′

≈ f (P−1(ui))
p(P−1(ui))

∫
`i(x′) [h(ui−P(x′))p(x′)r(s′)]︸ ︷︷ ︸

spatially variant pre-filter

ds′,

where x′ = R(s′). On the last line, we moved f /p out from
the integral, so that the filter only acts upon the environment
map, `i. Effectively, we assume f /p is constant over the sup-
port of h. This is a fairly good approximation, since the sup-
port is small and the PDF, p, is proportional to the BRDF.

The above derivation can be extended to support shad-
owing by introducing the visibility function v(x) in the illu-
mination integral. In the derivation of the filtered sample,
SII, the visibility would be taken out of the integral, as-
suming any occlusions are constant over the pre-filter sup-
port [GKD07].

4.2. Approximation of the Pre-filter

To make filtering efficient, we opt for a rather coarse ap-
proximation of the pre-filter—we replace the mapping R◦P
locally around the i-th sample by isotropic scaling, i.e.

P(R(s))≈ ui +(s− si) [p(xi)r(si)] ,

where xi = R(si). Recall that p and r are the Jacobi deter-
minants of P and R, respectively. With this approximation,
shape of the pre-filter is not altered by the mapping; only
its size is scaled by 1/p(xi)r(si). Such a filter can be imple-
mented by a MIP-mapped lookup in the environment map. A
disadvantage of our choice is the loss of anisotropy in filter-
ing, which may occasionally lead to blurring in the rendered
images (see Fig. 4).

We experimented with replacing the R ◦ P mapping by
its local affine approximation [Hec89] similarly to path dif-
ferentials [SW01]. We use finite differences to estimate the
partial derivatives and HLSL’s tex2Dgrad() to perform
the lookup. Surprisingly, the image quality is almost al-
ways worse than with isotropic filtering, except for highly
anisotropic BRDFs. Moreover, there is nearly a tenfold drop
in performance due to the partial derivatives computation
and the anisotropic texture lookup.

5. Implementation

5.1. Filtered Importance Sampling

A detailed description of the implementation (bar the visi-
bility, explained in the next subsection) is given in [CK07a].
However, we review it here for completeness. We use spher-
ical harmonics for the diffuse component [RH01] of the ma-
terial, and BRDF-proportional importance sampling with en-
vironment map filtering according to Section 4 for the glossy

component. Uniformly distributed numbers are computed on
the CPU and uploaded into the constant registers. BRDF im-
portance sampling code that transforms these into directions
is implemented in a pixel shader, or partially pre-computed
on the CPU, if using homogeneous materials. For each di-
rection, we perform a MIP-mapped texture lookup of the
environment map with the level, l, computed according to
Section 4.2:

l = max
{

log4

(
K

w ·h
N

1
p(xi)

1
r(si)

)
,0
}

Here, w and h are the dimensions of the environment map; N
is the number of samples; and xi is the i-th sample direction.
Constant K is the extent of the un-warped pre-filter h,
derived empirically. For MIP-maps constructed with the
box filter, we found the best image quality is obtained with
K = 4. Finally, we attenuate the incoming radiance by the
visibility evaluated for the sample direction. Pseudo-code of
the shader in the Cg language is as follows:

Environment Representation. We use dual paraboloid
mapping [HS98] scaled by a factor of b = 1.2 so that the
texture for each hemisphere contains more information from
the opposite hemisphere, thus reducing artifacts due to inde-
pendent MIP-map filtering for each hemisphere. The Jacobi
determinant of this mapping is r(z) = 4b2(|z|+ 1)2, where
z is the z-component of the sample direction. We do not use
cube maps since independent filtering of each face results in
image artifacts (discontinuities).

5.2. Visibility Approximation

Representation. To support shadowing, we follow the ob-
servation of Kozlowski and Kautz [KK07] and Green et
al. [GKD07] that a precise visibility representation on glossy
surfaces is often unnecessary. Similar to Green et al., we
represent the visibility at a point with 4th order spherical
harmonics (SH) and assume constant visibility over the sup-
port of the pre-filter. The eval_visibility() function in
the FIS shader uses SH coefficients stored in a visibility
texture to compute the visibility factor for a particular di-
rection. Representing the visibility multiplied by the cosine

c© 2008 The Author(s)
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Figure 2: (a) The execution time for rendering a glossy
sphere at a resolution of 512× 512 with (red) and without
(blue) visibility. (b) Time for generating the spherical har-
monics coefficients for visibility and rendering a diffuse sur-
face with different polygon counts. Both times vary close to
linearly with respect to the number of samples, where their
sum represents the total rendering time for a frame in a dy-
namic scene. The non-linearity in (a) at 45 shadowed filtered
samples results from a device-specific optimization shift on
the GPU due to the increased number of instructions.

term reduces the illumination integral on diffuse materials to
a scalar product and, additionally, reduces ringing artifacts.

Computation. Green et al. [GKD07] computes the visibil-
ity at each vertex in a pre-processing step with a ray tracer.
To allow dynamic scenes, we instead propose to compute
the visibility directly on the GPU. We perform importance
sampling of the environment map using a standard approach
based on marginal and conditional probabilities [PH04]. For
each direction chosen, we sample the visibility function by
(1) rendering the scene into an orthographic shadow map
in one pass and (2) updating the SH coefficients for each
texel in the visibility texture in another pass. We reconstruct
the SH coefficients from non-uniform samples by a least-
squares fit using the Moore-Penrose pseudoinverse on the
normal equations [Bis06].

Using environment map luminance as the importance for
sampling visibility may seem counterproductive and, indeed,
may not be optimal for sampling the visibility function itself.
However, doing so is beneficial since the visibility is cap-
tured for directions that produce the most pronounced shad-
ows.

The angular discretization due to the visibility sampling is
hidden by the smoothness of spherical harmonics. Nonethe-
less, spatial discretization caused by the use of shadow maps
may lead to artifacts and requires further treatment. Al-
though a rough approximation, filtering the SH coefficients
spatially in texture space alleviates the problem.

6. Results and Discussion

Performance. Our results were gathered on a PC running
Windows XP with an Intel 2.66GHz Dual Core2 CPU and
an NVIDIA GeForce 8800 GTX GPU. We obtain real-time
performance when rendering dynamic scenes with arbitrary
BRDFs given by an analytic formula (we have tested Phong,
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Figure 3: Comparison of our filtered BRDF importance
sampling (IS) to environment IS. (a) shows the RMS error
when rendering a sphere lit by the Grace light probe. While
both methods converge at a rate of N−1/2, filtered BRDF
IS has a lower RMS overall, especially on more glossy ma-
terials. Visually, the BRDF IS better captures many of the
subtle features of the environment (b). Although the RMS fig-
ures suggest better performance for BRDF IS, even for low-
frequency glossy reflections with few samples, environment
IS provides more visually pleasing images is such cases (c).

Lafortune [LFTG97], Ward [War92], and the Halfway vec-
tor disk [EBJ∗06] models). The proposed filtering affords
using only a small number of samples (40-50 in practice) for
visually and numerically acceptable results, making the im-
plementation amenable to the GPU. As seen in Figure 2, the
run-time performance is directly proportional to the number
of samples for evaluating both filtered importance samples
and visibility samples (shadow maps).

Error. When comparing against the common technique of
environment map proportional sampling, where the environ-
ment is represented by a set of directional lights, we obtain
numerically and visually superior results for a wide variety
of glossy BRDFs with the small additional cost of a tri-linear
filtered texture lookup per sample (see Fig. 3). However,
when using only a few samples with low-frequency BRDFs,
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Journal compilation c© 2008 The Eurographics Association and Blackwell Publishing Ltd.
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Figure 4: On complex geometry, undersampling appears as
blurring and dulling of the highlights. However, visually ac-
ceptable results are found around 50 samples per pixel (a).
The blurring on complex geometry affects the RMS (b) such
that more samples are required to obtain an error similar to
the spheres in Figure 3. However, the high-frequency con-
tours on the geometry mask the error seen on smooth sur-
faces.

environment map importance sampling provides more pleas-
ing images. Surprisingly enough, the RMS error for filtered
importance sampling is still consistently lower.

The actual rendering error depends upon the complexity
of the geometry. For instance, smoother meshes, such as the
sphere in Figure 3, require fewer samples than more complex
ones, Figure 4, to reach the same RMS error. However, the
visual appearance of artifacts on the complex mesh is less
noticeable due to the high frequency contours of the surface
masking the errors.

Visibility. When evaluating the visibility, we use a rather
rough approximation, often only 16 samples (shadow maps),
but obtain fairly convincing results as demonstrated in Fig-
ure 5. A comparison with a reference spherical harmonic-
based visibility function computed per pixel using 10,000
samples reveals that after 16 visibility samples, most of the
error originates from the low-pass filter used to remove the
spatial aliasing from the undersampled shadow maps.
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(d)

16 Visibility
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(e)

64 Visibility
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(f)

Figure 5: Comparison between a Monte Carlo estimate (a)
computed with 30,000 shadow rays versus our solution (b)
rendered with 16 shadow maps. To reveal the consequences
of sparse visibility sampling, we compare our results to a
reference SH fit computed per pixel using 10,000 stratified
samples (c). This provides the best possible solution attain-
able by a SH-based visibility representation. The error in-
curred when using sparse sampling (d-f) is mostly gone by
16 samples with the error at 64 samples occurring mostly
from the low-pass filter used to remove the shadow maps’
spatial aliasing.

Dynamic scenes. The combination of our filtered impor-
tance sampling and visibility approximation provides a
method for rendering spatially-varying materials in dynamic
scenes (Figure 1a). Moreover, since we use deterministic
sampling, the rendering does not suffer from any temporal
flickering, noise, or aliasing. In our accompanying video,
we demonstrate the ability to change the material proper-
ties in real time and view animated scenes without pre-
computation.

7. Conclusion and Future Work

We have shown that analyzing numerical quadrature using
sampling theory provides a new way of thinking about the
problem and can be useful in designing efficient rendering
algorithms. Applying our analysis to the evaluation of the
illumination integral results in a simple and efficient GPU-
based algorithm for real-time rendering of glossy objects un-
der image-based illumination.
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Figure 6: The Ward anisotropic BRDF rendered using fil-
tered importance sampling. The method works well on com-
plex surfaces (a) as well as high frequency materials (b) with
slightly anisotropic reflections (c). However, the isotropic
filter approximation breaks down when rendering more
anisotropic materials (d).

Our current implementation can handle only moderately
anisotropic BRDFs (Figure 6). Lifting this limitation is left
for future work. Additionally, we would like to find a heuris-
tic to automatically choose the number of samples based
on the properties of the BRDF, environment, and geome-
try. Most importantly, further investigations should relate our
theoretical analysis to the work of Ramamoorthi and Hanra-
han [RH04] and Durand et al. [DHS∗05]. We believe that our
theory could eventually link the frequency-space and Monte
Carlo approaches to image synthesis.
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