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Figure 1: A foggy urban scene rendered with our proposed model (left), and a thin (middle) and dense (right) homogeneous fog layer for
comparison. Our model features a realistic vertical density profile: note that visibility at ground level is significantly better than e.g. for the
top of the high rise buildings. Like in many real fog situations, the tops of high buildings disappear in the fog, while horizontal visibility
along the street is still reasonable. Of course it is also possible to model a vertical fog density gradient in an ad hoc fashion: but our model
is based on real fog particle distribution measurements, and can therefore be used for predictive and reference rendering purposes.

Abstract
Realistically modelled atmospheric phenomena are a long-standing research topic in rendering. While significant progress has
been made in modelling clear skies and clouds, fog has often been simplified as a medium that is homogeneous throughout,
or as a simple density gradient. However, these approximations neglect the characteristic variations real advection fog shows
throughout its vertical span, and do not provide the particle distribution data needed for accurate rendering. Based on data
from meteorological literature, we developed an analytical model that yields the distribution of particle size as a function of
altitude within an advection fog layer. The thickness of the fog layer is an additional input parameter, so that fog layers of
varying thickness can be realistically represented. We also demonstrate that based on Mie scattering, one can easily integrate
this model into a Monte Carlo renderer. Our model is the first ever non-trivial volumetric model for advection fog that is based
on real measurement data, and that contains all the components needed for inclusion in a modern renderer. The model is
provided as open source component, and can serve as reference for rendering problems that involve fog layers.

CCS Concepts
• Computing methodologies → Computer graphics;

1. Introduction

Realistic computer graphics has progressed to the point where most
synthetic scenes that 3D artists can think of can be rendered to look
perfectly convincing to a human observer. Challenges arise, though,
when the resulting images additionally need to be reliable predic-
tions of scene appearance. Such accuracy is not frequently needed
for mainstream CG work, so most current rendering software is not
designed with this in mind.

However, predictive rendering can be essential for a variety of

specialised tasks, such as virtual training of autonomous vehicles
and aircraft. There, systematic exploration of the parameter space
of outdoor scenery is important: this includes weather and lighting
conditions. The use of synthetic imagery for the training of such
systems allows exact control over the training process, and gives
confidence in the reliability of the trained system. But this only
holds if one is able to generate the training imagery in a truly pre-
dictive fashion in the first place: and reliably accurate models of all
weather phenomena that can occur in real environments are one of
the needed components in such a system.

© 2024 Eurographics - The European Association
for Computer Graphics and John Wiley & Sons Ltd.

https://orcid.org/0000-0002-2057-9924
https://orcid.org/0000-0003-0881-7106
https://orcid.org/0000-0002-3536-6577
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In this paper, we propose a reference model for advection fog
that is based on real world measurements, and that captures the
characteristic profiles of particle distribution and density that are
typical for advection fog (in particular, that fog density increases
with altitude, before falling off again at the top of the fog layer).
Our model is formulated in a way that allows inclusion in modern
path tracers, and will be provided as an Open Source component.

In renderings that use the new model, the visual appearance of
the resulting fog is not markedly different from simpler approxi-
mations: but as Figure 1 shows, some differences are still apparent.
Prior to us deriving this model, it was an open question how large
the difference between a truly realistic fog model that is based on
actual measurements, and the currently commonly used simple ap-
proximations would be. Our work closes this knowledge gap, and
allows those who are working in the domain of predictive atmo-
spheric rendering to switch to a reliably realistic fog model in those
cases where the additional accuracy is needed.

2. Optical properties of atmospheric phenomena

Here we briefly provide background on the sort of interactions light
can have with atmospheric components, how one can model the
distribution of such constituents of a clear atmosphere, and what
the properties of fog layers are.

2.1. Atmospheric scattering

From the viewpoint of light transport, there are three main mecha-
nisms of light interacting with matter in the atmosphere: scatter-
ing on larger particles (Mie scattering), scattering by molecules
(Rayleigh scattering), and plain absorption [EBSK∗16]. As each
constituent element of the atmosphere gives rise to one main in-
teraction mode, atmospheric data models such as OPAC [HKS98]
sort atmospheric constituents according to the main interaction they
cause. Fog, like clouds in general, usually consists of water droplets
(rarely also ice crystals), for which the interaction of light can be
described by Mie scattering.

2.2. Clear atmospheres

As discussed in great detail in [EBSK∗16], and summarised from
a graphics viewpoint in [WVBR∗21], even the composition of
clear atmospheres is far from trivial. The thing to note with re-
gard to our goal (fog rendering) is that as shown in Figures 6
and 13 of [WVBR∗21], even realistic vertical profiles of Mie scat-
terer density in seemingly simple clear atmospheres exhibit a non-
exponential profile that makes analytical integration of atmospheric
light transmission impossible, and that requires a tabulation ap-
proach to handle correctly. So we can also expect the structure of
realistic fog layers to potentially be more complex than one would
naively expect.

2.3. Fog formation

Fog is formed by a phenomenon called heterogeneous nucleation
[Pru10]. With the decrease in air temperature higher relative hu-
midity is achieved and water vapour starts to condensate around

condensation nuclei. These are mainly aerosol particles naturally
present in clear atmospheres that are capable of initiating drop for-
mation even at low supersaturation (relative humidity 101%). Even-
tually, if supersaturation is high enough, all aerosol particles are
able to initiate drop formation. The concentration of aerosol parti-
cles in a particular air mass can be seen as an indicator of the num-
ber of drops that will be formed. Concentration of fog drops can be
expressed in terms of number density which defines the number of
drops per chosen unit volume, e.g. [m−3].

2.4. Fog structure

Fog is described as a cloud of small water droplets that is near
ground level and sufficiently dense to reduce visibility to < 1000 m.

While there are scenarios where the differences between fog and
clouds can become blurry (e.g. in the case of rising fog banks), the
main differences to clouds are that fog is an aerosol which usually
is

1. horizontally spread out more or less evenly over a larger area
(unlike individual clouds, which are more localised), and

2. in most cases is reasonably close to the ground.

There are several fog types and they are usually defined by mech-
anism that led to their formation, though several mechanisms com-
bined can lead to fog formation. Most common ones over land and
most stable fog types are radiation fog and advection fog.

Radiation fog is formed by emissive cooling of the ground after
sunset, usually on clear nights. It is often shallow, with a thickness
of a few metres, to maybe tens of metres. It is often called "ground
fog".

By contrast, advection fog layers frequently reach several hun-
dred metres of thickness: these are formed when a large moving
mass of moist air is cooled down by external factors. The typical
scenario is moist air being pushed over cooler water or land by the
wind. For instance, along the coast of California (see Figure 2),
ocean currents bring cold water to the surface next to the shore, so
advection fog based on moist sea air being pushed inland over this
cool water by the prevailing westerly winds is a regular occurrence
there.

2.5. Fog microstructure

The crucial characteristic of fog from which the optical properties
can be modelled is the particle size distribution. Particles in fog
are represented by water droplets with the diameters reaching up to
50 µm.

One of the most common realistic particle size distribution
models for homogeneous fog has been proposed by Deirmend-
jian [Dei69]. The distribution curve is characterised by a modi-
fied Γ-distribution. The same distribution type is used by Shettle
and Fenn [SF79]. Moreover, the authors have proposed a four class
topology model for two types of most stable fogs, advection and
radiation fog. Both of these types have two sets of estimated pa-
rameters, each set describing their different densities. The particle
size range this model is applicable to is 2-50 µm. In this model, it
is also assumed that fog density is uniform throughout the entire
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volume, and that the distribution curve shape does not vary with al-
titude. However, the value of the b parameter, which determines the
shape of the curve, varies among the same fog type for the differ-
ent densities. This indicates that the shape of the curve is actually
influenced by the fog density.

Beside the modified Γ-distribution, that is mostly used, another
common type of distribution function used to describe fog particles
is the lognormal distribution [KD14]. In order to fit the observed
multimodality, the sum of several lognormal distributions is used.

While these realistic models are based on actual data measure-
ments, they only accurately characterize the low altitudes of fog,
as the data is acquired at the ground level. The measurements dis-
cussed in section 4.1 show that particle size distributions can vary
considerably with altitude: so a more powerful model that also
takes this parameter into account is needed.

3. Atmospheric rendering

Here we provide a very brief summary of the state of the art with
regard to realistic rendering of atmospheric phenomena in graphics.

3.1. Clear sky models

As rendering of outdoor scenes has been a topic of interest for as
long as graphics has been done, there are by now many models of
varying accuracy and speed which can be used to describe clear,
cloudless skies. An overview of the state of the art, in particular
that for high quality offline rendering, can be found in [WVBR∗21],
where a recent fitted, pre-computed model for the radiance patterns
found on prototypical clear days is presented. There is also a large
number of more approximative techniques for interactive graphics,
with the technique by [Hil20] as a very powerful recent example.

Recent improvements in path guiding [RGH∗20, Her22] mean
that even for high quality results, brute force computations of re-
alistic atmospheres will likely become practical in the foresee-
able future. As a full, unbiased solution that is not based on pre-
computations is preferable for predictive rendering purposes any-
way, the importance of fitted models like [WVBR∗21] will likely
decrease in the future. An additional benefit of this will be that no
special casing of various atmospheric phenomena is needed any-
more: rendering software for outdoor scenes will get simpler once
all one has to do is to feed it a model of the atmosphere, including
clouds, haze, fog, and whatever phenomenon one wishes to include.

3.2. Fog rendering

So far, computer graphics mostly uses simple phenomenologi-
cal models for fog: usually, 3D artists tweak the appearance of
a colourless scattering medium until the desired appearance has
been reached. Most publications deal with rendering fog approx-
imations: initally to get them to render at all [KVH84, PPS97], and
then mostly dealing with the issues that arise in real time render-
ing [LMKA01, BM02, DPLK04, SRNN05]. Other works that in-
volve fog are usually for specific purposes [DPLK05], and those
that explicitly deal with fog modelling do so in an ad hoc fashion
that is mostly appearance driven [ZHG∗07, GB10]. Overall, it is

currently still rare to use physically plausible droplet distributions
to define fog: partly because no such model exists that goes beyond
providing a single particle size distribution for all altitudes and lo-
cations within a fog layer (i.e. homogeneous fog).

4. Our advection fog model

4.1. Measurement data of real fog layers

We use data from a measurement campaign conducted for NASA
in 1994 [Zak94] for our work: goal of these measurements was to
obtain a better understanding of fog layer composition for aviation
safety purposes.

Figure 2: Aerial photograph of advection fog in the California
coastal region, similar to the fog that was measured in Arcata.
A slightly turbulent top layer of the fog is evident in this image:
the fluctuations in the particle size distributions measured dur-
ing different measurement approaches by [Zak94] are likely mostly
caused by similar phenomena. Our fitted model does not cover the
turbulence aspect of advection fog: but adding such perturbations
to a fog layer is comparatively easy, if and when this is needed.
Photograph by Brian Uretsky, used by permission.

For these measurements, a business jet aircraft equipped with
external sensors that were able to record particle size distribution
data at 10 m altitude increments flew instrument approaches to sev-
eral airports across the United States. This was done when suit-
ably interesting fog conditions were in place: and at each location,
several such approaches were flown in succession. Not all datasets
gathered during this campaign are for advection fog: but for those
which are, the datasets nicely show the temporal development of
a rising advection fog layer. For our work, we concentrate on the
dataset gathered at Arcata, CA: this is an example of classic ad-
vection fog that can serve as an exemplar of the phenomenon. As
discussed in section 4, the measured data was somewhat noisy, due
to advection fog layers sometimes being slightly billowy, like in the
photograph in Figure 2. However, this does not affect our ability to
extract useful particle size distribution trends from the data.

We chose the Arcata fog dataset because it exhibits consistent
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behaviour throughout its growth from 100 m to 260 m. Multiple
approaches were made during the fog’s development phase, and
we categorised the dataset into three subsets, each corresponding
to a specific overall height: 100 m, 180 m and 260 m. In contrast,
the Vandenberg fog measurements were conducted at a constant
fog height, resulting in a single dataset corresponding to 180 m.
We observed similarities in its properties with those of the Arcata
fog dataset at 180 m, and as Figure 5 shows, the fit obtained from
the Arcata data actually aligns pretty well with the single dataset
from Vandenberg. The Santa Maria advection fog exhibited com-
parable properties to that of Vandenberg and Arcata fogs, as re-
ported in [Zak94]. The other types of fog in the paper had either
not enough data to create a general model, or there were significant
inconsistencies among measurement approaches.

4.2. Data Fitting

As mentioned in previous section, three datasets corresponding to
a specific overall height were chosen to be analyzed: 100 m, 180 m
and 260 m.

The function used for the fitting of Arcata data collected
in [Zak94] is a linear combination of lognormal and Gaussian func-
tion and the formula is as follows

fLG(d) = L · flogn(d)+G · fGauss(d) (1)

flogn(d) =
1√

2π ·σL ·d
· exp(− (ln(d)−µL)

2

2σ2
L

) (2)

fGauss(d) =
1√

2π ·σG
· exp(− (d −µG)

2

2σ2
G

) (3)

where coefficients L and G are the scaling parameters of par-
ticular curves, providing the areas under lognormal and Gaussian
peak, σL and µL are parameters indirectly characterising the shape
of lognormal curve, σG and µG are parameters that give the shape
of Gaussian curve directly, with σG being the width of the Gaussian
peak and µG being the position of Gaussian peak maximum.

More details on the fitting procedure can be found in sections 1.1
and 1.2 of the supplement.

4.3. Developing the general model of advection fog

Following the fitting procedure, the obtained parameters were an-
alyzed and compared among the three datasets, i.e. three develop-
ment stages of Arcata advection fog. Similar shape development of
the particle size distribution curves over the span of its total height
has been observed. This led to developing a model, that can gener-
alize this behavior for any given advection fog height.

The model development can be summarized as follows:

• For each of the parameters obtained from the data fiting the de-
pendencies on altitude were normalized

• Normalized data from all 3 datasets was merged for each param-
eter to create one general dataset

Figure 3: Example of data fit using the sum of lognormal curve
(green) and Gaussian curve (blue) in order to obtain the best fit of
the data (pink). The actual measured data obtained by averaging
measurement approach 1 and 2 are depicted as red circles. This
dataset represents Arcata particle distribution at 50 m altitude for
the case where fog height reached the total height of 100 m. Esti-
mated parameters for L, µL and σL were 1.99 ·108, 2.13 and 0.79.
Parameter values for G, µG and σG were 3.89 ·108, 8.82 and 2.21.
RRSE of the regression was 2.3%.

• Parameters corresponding to a curve shape (µL, σL, µG and σG
and G:L area ratio) were fitted in order to get one general depen-
dence on altitude

• The dependencies of parameter corresponding to number density
were fitted separately because they are depending on total height
of the fog

• Scaling parameter matrix was calculated for the number density
dependence, allowing to return a particular number density curve
for given total height of the fog

Following all the necessary parameters being fitted, the only in-
put for our model is the total fog height that can be chosen by the
user. Model then generates particle size distribution curve for any
requested altitudes within its total height.

Detailed description of the model development can be found in
the supplement.

4.4. Verification of our results

4.4.1. Reproducibility of the original data

We first generated 3 distribution sets of 3 different fog of heights
that exactly correspond to the heights of those 3 input datasets, i.e.
we checked if the fitted model (which can be evaluated for arbitrary
fog thicknesses) actually returns the original particle distributions
when queried for the originally measured thicknesses. The example
of resulting 3D plots from our general model in comparison to the
actual datasets is shown in Figure 4 for fog height of 180 m. Plots
corresponding to the two remaining datasets (100 m and 260 m)
can be found in the supplemental.
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Figure 4: An example of generated curves for the fog height of
180 m (right column) in comparison to the original data fit of 180
m dataset (left column). An important point to note is that in the
bottom view, our fitted model looks like it increases the particle
counts beyond what is found in the original data: the "ridgeline"
of the plot is significantly higher. But the fit is reasonable insofar
as it preserves the area under each measured distribution curve:
the shape of the distribution (and in particular, its peak) is also
affected by noise, which is smoothed out by the fit. So the overall
transmission characteristics of the fog are still properly captured
by the fit.

The generated distributions are smoother due to the parameter
fitting which eliminated the outliers, but the general trend in shape
has been successfully reproduced in all 3 fog datasets. The original
fits have been rescaled according to the correct values of particle
densities so they can be compared also in terms of their magnitude.
This can be seen in the side view of the graphs. However, one must
take into consideration that the peak heights might not be exactly
the same due to slight changes in the width of the peaks. Generated
curves slightly differ in shape parameters due to the fitting proce-
dure. For example, higher values of σG in the generated set cause a
decrease in the peak height since it enlarges the width of the peak
while keeping the same magnitude. Therefore the seemingly lower
height of the generated peaks is not an indication of the bad fit. In
developing the model, we generalised not only the shape but also
the magnitude of the curves, thus suppressing the variation of the
measurement data.

4.4.2. Comparison to Vandenberg advection fog data

To claim generality, we analyzed the data from Vandenberg fog and
compared the results to our generated curves. The number density
profile of Vandenberg data from [Zak94] show that the fog reached
180 m total height and then approach 7 was performed when the
fog height was 240 m. The average number density of approaches
3 to 6 was taken to obtain the profile, with the elimination of ex-
treme outlier values. We performed the same data fit as with the
Arcata data, and the resulting curve was compared to our modelled
curve for 180 m fog. The results shown in Figure 5 indicate that

even at different locations, advection fog type keeps similar num-
ber density profile.

In terms of the actual size distribution shapes, the comparison
of our modelled curve with the Vandenberg data fit can be seen in
Figure 6. While our model very nicely describes the curve shape of
the actual Arcata data (left column), in the case of Vandenberg ad-
vection fog (right column), we can notice that the distributions are
slightly wider. However, the areas of the fit and the modelled curve
are comparable which can be expected based on similarity in num-
ber densities as shown in Figure 5. This shows that even though
advection fog comes from different locations and its shape of dis-
tribution might slightly vary, its overall properties are similar and
our model can be used for their particle distributions generation.

Figure 5: Comparison of advection fog data from Vandenberg lo-
cation to our modelled number density profile. Averaged data for
Vandenberg fog that reached 180 m are depicted as blue points.
Blue line represents the actual fit of these data. Pink line is our
modelled density profile for general 180 m advection fog.

5. Using the model in a renderer

In this section, we discuss how our model can be easily imple-
mented into an existing rendering engine.

5.1. Describing a participating medium

In most renderers, participating media are described using three
parameters: attenuation coefficient (σt ), a phase function and an
albedo. The albedo of fog is commonly defined as 1, given that it
is the albedo of water. Fog is a participating medium whose ab-
sorption is negligible, meaning that only scattering coefficient (σs)
contributes to attenuation and therefore σt = σs.

5.2. Ray and medium interactions

In volumetric path tracing, the interaction between the ray and the
participating medium is usually handled this way [NGH∗18]:
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Figure 6: Curves generated from our model (pink) for fog of 180
m height in comparison to actual data fits from Arcata (blue) and
Vandenberg (black) for the altitude of 50 m (first row) and 100 m
(second row).

Figure 7: Comparison of 3D plots for advection fogs from differ-
ent locations that both reached 180 m height. Plots represent fits
of actual measurement data. A similar altitude behaviour can be
observed, even though the Vandenberg distributions have a more
prominent tail, and a slightly wider distribution curve. However,
the overall number density per each layer (and by extension, visi-
bility with in the fog) is comparable, as shown in Figure 5.

• Check the intersection between the ray and the medium bound-
ing box

• If there is, sample a distance t along the ray
• Retrieve the medium scattering coefficient and the phase func-

tion value for this position and adjust the ray weight and direc-
tion accordingly

From the position of the intersection, we calculate the altitude

which is used to get the correct distribution parameters from our
polynomials. We can then sample a particle diameter and com-
pute its associated density using the PDF. In our method, the sam-
pling is performed using normal and lognormal distributions from
std::random library in C++. The algorithm for our particle di-
ameter sampling method can be found in section 3 of the supple-
ment.

Once the diameter and density are sampled, we can calculate the
scattering coefficient.

5.3. Calculating the scattering coefficient

The scattering coefficient σs can be calculated from a certain parti-
cles density N with the following equation:

σs = N ∗σ(d) (4)

where N is the number density for a particle of diameter d and
its value is obtained from our modelled distributions. σ is the scat-
tering cross section and its value depends on particle’s diameter d.
However, the value of σ, is trickier to calculate and relies on Mie
scattering. We thus pre-calculated its values using miepython
module [mie23] for a range of diameters between 0.5 to 60 µm and
use these tabulated values for equation 4 to calculate the scatter-
ing coefficient on the fly. The scattering cross section is normally
wavelength-dependent, but we averaged its values since our model
is not (yet) intended for spectral rendering.

5.4. Phase function

As stated in subsection 2.1, the interaction between light and fog
particles is modelled by Mie scattering. Jendersie et al. [Jd23] pro-
pose an analytical model for evaluating the Mie phase function for
a given particle diameter. In the supplemental, we provide our C++
implementation of this. For the purpose of this paper we opted for a
tabulated phase function. Mitsuba 3 ships a tabphase plugin tak-
ing phase function values as an array. With the help of miepython
[mie23] module, we calculated the Mie phase function values for
the mean diameter of our distributions and with an angular resolu-
tion of 1°.

Also, we used miepython to calculate the average asymmetry
factor g over the altitude, which gives 0.83. We can then give this
to the frequently used Henyey-Greenstein phase function as an ap-
proximation of Mie scattering. We compare renders with these two
phase functions in the results section.

5.5. Defining our fog model in a 3D scene description

Once the fog medium class has been added to the renderer, the user
can add the fog model in the scene description. To remain physi-
cally correct, the fog bounding box must be scaled accordingly to
the desired fog height. This fog height is the only parameter needed
to describe our fog model, since the scattering coefficients will be
calculated on the fly.
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5.6. Layered fog model

Instead of implementing our diameter sampling algorithm, one can
also extract the average scattering coefficients for a set of altitudes
and store them in a volumetric grid. In Mitsuba 3 [JSR∗22], het-
erogeneous media are described by a volumetric grid storing their
parameters (scattering coefficient, phase function and albedo). In
the supplemental archive, we provide the code for generating this
volumetric grid out of our average scattering coefficients, which
can then be loaded in a scene. This method produces way faster
renderings and can be implemented in a shader for real-time pur-
poses. However, in the results section, we demonstrate that it does
not yield the same results as our more physically-based diameter
sampling method. We call this model "layered fog model" since it
has one scattering coefficient per layer.

5.7. Implementation

Our Mitsuba 3 [JSR∗22] plugin implementing our fog model is
provided in the supplemental archive.

6. Results

6.1. Visual differences between models and evaluations

For comparisons, we defined a simple Mitsuba 3 [JSR∗22] scene
for "fog debugging": it shows a stylised street-like setting, with
some buildings on the left and right and a tall pole at the end of
the street. All these scene elements roughly have the dimensions of
real buildings, but are textured by coloured checkerboard patterns
of different bright colors, to better show the different effects the
various fog evaluation techniques have. There are two versions of
this scene, one for a day setting, and a night version. The day ver-
sion is lit by an environment map with a constant radiance of 1.0
(i.e. diffuse lighting outside the fog layer), while the night version
has no atmospheric light sources and instead features the checker-
board textures as emitters. At night, the idea behind using the glow-
ing checkerboards is to maximise visibility of the forward scatter-
ing behaviour of Mie scattering, compared to Henyey-Greenstein:
and having them emit in red and blue is intended to highlight
wavelength-dependent differences. Since it is difficult to obtain a
ground truth fog image to compare to, we perform qualitative com-
parisons of our model against others.

In Fig. 12, we present some renderings obtained with different
fog models. The homogeneous fog is described with a unique scat-
tering coefficient which is, in this case, the mean of our averaged
scattering coefficients as presented in section 5.6. We also show a
render obtained with a linear gradient, since it is a straightforward
way to mimic a non-trivial fog that is denser at the top of the fog
layer. To define this medium, we exported a volumetric grid stor-
ing scattering coefficients which range from our minimum to max-
imum average ones (averaging scattering coefficients is presented
in section 5.6).

Figure 8: From top to bottom: rendering of our fog model using
Henyey-Greenstein phase function, using Mie scattering, and the
∆E2000 between the two, for the day (left) and night scene (right).
The value of g, the Henyey-Greenstein asymmetry factor, is set to
0.83 for a reason explained in section 5.4.

Figure 9: Figure illustrating the differences in visibility predic-
tions using Koschmieder’s law. The comparison is made between
our model and a baseline model that employs a linear gradient of
scattering coefficients.
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We employed an error metric known as ∆E2000, widely recog-
nized for its capability to quantify perceptual differences between
color variations. Utilizing this metric, we compared the rendering
obtained with the linear gradient model against our fog model. The
linear gradient, while offering a simplified representation, failed to
capture the density variations specific to the fog.

We also compared the renderings using Henyey-Greenstein
phase function and Mie scattering in Fig. 8. A notable difference,
quantified using the DeltaE metric, become apparent. This dif-
ference is especially pronounced during nighttime scenarios. One
plausible explanation for this divergence lies in the inherent charac-
teristics of Mie scattering which tends to be more forward scatter-
ing. This can lead to a more concentrated brightness in the direction
of the light source.

Figure 10: From top to bottom: rendering of our fog model using
diameter sampling, using our layered fog model, and the ∆E2000
between the two methods, for the day (left) and night scene (right)
discussed at the beginning of Section 6.1.

.

6.2. Visibility predictions

Moreover, we present differences in visibility predictions using two
models: Koschmieder’s [Kos24] and Allard’s [All76] laws, two
de facto standard measures of visibility [DB77] that play a sig-
nificant role in calculations used in the aviation industry. While
Koschmieder’s law (Fig. 9) offers a relationship between meteo-
rological visibility and the atmospheric extinction coefficient, par-

ticularly useful for daytime scenarios, Allard’s law (Fig. 6.2) ex-
tends this understanding to nighttime conditions, factoring in the
influence of varying light intensities. By juxtaposing the outcomes
derived from both models, we provide a comprehensive view of vis-
ibility estimations for varying altitudes, and under different lighting
conditions. Our realistic fog model leads to significantly different
visibility predictions using these two standard approaches, which
underlines the point that using such a non-trivial fog model is likely
justified for aviation applications.

In both cases, we observe on Fig 9 and Fig. 6.2 that the differ-
ence in predicted horizontal visibility is roughly 100 meters at 25
meters of observer altitude, which is already a significant difference
for some applications. Furthermore, the visibility for our model is
slowly increasing towards the maximum altitude, a behaviour not
represented by a simple gradient of densities. All the visibility cal-
culations are provided in our supplemental archive.

Figure 11: Figure illustrating the differences in visibility predic-
tions using Allard’s law. The comparison is made between our
model and a baseline model that employs a linear gradient of scat-
tering coefficients. Allard’s law is designed for nighttime scenarios
and thus calculates the visibility of a light source for varying in-
tensity. We here calculate the visibilities for light intensities of 100,
1000 and 10000 candelas.

© 2024 Eurographics - The European Association
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Homogeneous Linear gradient of σt Our fog model ∆E2000 (gradient vs. our model)

Figure 12: The scene described at the beginning of Section 6.1 (top: day, bottom: night). From left to right: a homogeneous medium, a
medium with a linear gradient of scattering coefficients, our 260 m fog model coupled with Mie scattering and the ∆E2000 metric between
our model VS. linear gradient of scattering coefficients. The scattering coefficient of the homogeneous medium is the mean of our averaged
scattering coefficients (see section 5.6). The linear gradient ranges from the minimum to the maximum of our averaged scattering coefficients.

7. Conclusion and outlook

We presented an analytical model of the particle distributions
within advection fog, parameterised by the thickness of the fog
layer. The model is based on real measurement data, and provides,
to our knowledge for the first time within graphics, a possibility to
include realistic fog layers in predictive renderings. We also dis-
cussed how to use this model in modern Monte Carlo renderers.
We provide the full code source of our model compatible with Mit-
suba3 [JSR∗22] in the supplemental archive.

Future work will be to obtain data for other fog types, and create
similarly flexible models for these as well: with radiation fog as the
most obvious target for such an effort. Looking forward, we are also
keen to take the wavelength-dependent effects of Mie scattering
into account.
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